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Abstract

Replication in computing involves sharing
information so as to ensure consistency between
redundant resources, such as software or
hardware components, to improve reliability, fault-
tolerance, or accessibility. Data replication has
been well adopted in data intensive scientific
applications to reduce data file transfer time and
bandwidth consumption. However, the problem of
data replication in Data Grids, an enabling
technology for data intensive applications, has
proven to be NP-hard and even non approximable,
making this problem difficult to solve. In this
paper, we propose a data replication algorithm that
not only has a provable theoretical performance
guarantee, but also can be implemented in a
distributed and practical manner. Specifically, we
design a polynomial time centralized replication
algorithm that reduces the total data file access
delay by at least half of that reduced by the optimal
replication solution. Based on this centralized
algorithm, we also design a distributed caching
algorithm, which can be easily adopted in a
distributed environment such as Data Grids.
Extensive simulations are performed to validate the
efficiency of our proposed algorithms.

Keywords: Data intensive applications, Data
Grids, data replication, algorithm design and
analysis, simulations.

1. Introduction

Replication is an effective mechanism to
reduce file transfer time and bandwidth
consumption in Data Grids—placing most accessed
data at the right locations can greatly improve the
performance of data access from a user’s
perspective. DATA intensive scientific
applications, which mainly aim to answer some of
the most fundamental questions facing human
beings, are becoming increasingly prevalent in a
wide range of scientific and engineering research
domains. Examples include human genome
mapping [2], high energy particle physics and
astronomy [1], [3], and climate change modeling
[4]. In such applications, large amounts of data sets
are generated, accessed, and analyzed by scientists
worldwide. The Data Grid [5], [6], [7] is an
enabling technology for data intensive applications.
It is composed of hundreds of geographically
distributed computation, storage, and networking
resources to facilitate data sharing and management
in data intensive applications. One distinct feature
of Data Grids is that they produce and manage very
large amount of data sets, in the order of terabytes
and petabytes.
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Our model is as follows: Scientific data,
in the form of data files, are produced and stored in
the Grid sites as the result of scientific
experiments, simulations, or computations. Each
Grid site executes a sequence of scientific jobs
submitted by its users. To execute each job, some
scientific data as input files are usually needed. If
these files are not in the local storage resource of
the Grid site, they will be accessed from other sites,
and transferred and replicated in the local storage
of the site if necessary. Each Grid site can store
such data files subject to its storage/memory
capacity limitation. We study how to replicate the
data files onto Grid sites with limited storage space
in order to minimize the overall file access time,
for Grid sites to finish executing their jobs.
We formulate this problem as a graph theoretical
problem and design a centralized greedy data
replication algorithm, which provably gives the
total data file access time reduction (compared to
no replication) at least half of that obtained from
the optimal replication algorithm. We also design a
distributed caching technique based on the
centralized replication algorithm, and show
experimentally that it can be easily adopted in a
distributed environment such as Data Grids. The
main idea of our distributed algorithm is that when
there are multiple replicas of a data file existing in
a Data Grid, each Grid site keeps track of (and thus
fetches the data file from) its closest replica site.
This can dramatically improve Data Grid
performance because transferring large-sized files
takes tremendous amount of time and bandwidth
[8]. The central part of our distributed algorithm is
a mechanism for each Grid site to accurately locate
and maintain such closest replica site. Our
distributed algorithm is also adaptive—each Grid
site makes a file caching decision (i.e., replica
creation and deletion) by observing the recent data
access traffic going through it. Our simulation
results show that our caching strategy adapts better
to the dynamic change of user access behavior,
compared to another existing caching technique in
Data Grids [9].

The main results and contributions of our paper
are as follows:

1. We identify the limitation of the current
research of data replication in Data

Grids: they are either theoretical
investigation without practical
consideration, or heuristics-based
implementation without a provable
performance guarantee.

2. To the best of our knowledge, we are the
first to propose data replication algorithm
in Data Grid, which not only has a
provable theoretical performance
guarantee, but can be implemented in a
distributed manner as well.

3. Via simulations, we show that our
proposed replication strategies perform
comparably with the optimal algorithm
and significantly outperform an existing
popular replication technique [9].

4. Via simulations, we show that our
replication strategy adapts well to the
dynamic access pattern change in Data
Grids.

2. Background Theory

In this section, we first review related
works addressing the attention of new researchers
towards the data replication. Replication has been
an active research topic for many years in World
Wide Web [10], peer-to-peer networks [11], ad hoc
and sensor networking [12], [13], and mesh
networks [14]. In Data Grids, enormous scientific
data and complex scientific applications call for
new replication algorithms, which have attracted
much research recently.

The most closely related work to ours is
by Cibej et al. [15]. The authors study data
replication on Data Grids as a static optimization
problem. They show that this problem is NP-hard
and non approximable, which means that there is
no polynomial algorithm that provides an
approximation solution if P ≠ NP. The authors
discuss two solutions: Integer programming and
simplifications. They only consider static data
replication for the purpose of formal analysis. The
limitation of the static approach is that the
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replication cannot adjust to the dynamically
changing user access pattern. Furthermore, their
centralized integer programming technique cannot
be easily implemented in a distributed Data Grid.
Moreover, Baev et al. [16] show that if all the data
have uniform size, then this problem is indeed
approximable. And they find 20.5-approximation
and 10-approximation algorithms. However, their
approach, which is based on rounding an optimal
solution to the linear programming relaxation of
the problem, cannot be easily implemented in a
distributed way. In this work, we follow the same
direction (i.e., uniform data size), but design a
polynomial time approximation algorithm, which
can also be easily implemented in a distributed
environment like Data Grids.

Raicu et al. [17], [18] study both
theoretically and empirically the resource
allocation in data intensive applications. They
propose a “data diffusion” approach that acquires
computing and storage resources dynamically,
replicates data in response to demand, and
schedules computations close to the data. They
give a O (N M) competitive ratio online algorithm,
where N is the number of stores, each of which can
store M objects of uniform size. However, their
model does not allow for keeping multiple copies
of an object simultaneously in different stores. In
our model, we assume each object can have
multiple copies, each on a different site.

Fig 1. Data Grid Model

As demonstrated by the experiments of
Chervenak et al. [19], the time to execute a
scientific job is mainly the time it takes to transfer
the needed input files from server sites to local
sites. Similar to other work in replica management
for Data Grids [20], [21], [22], we only consider
the file transfer time (access time), not the job
execution time in the processor or any other
internal storage processing or I/O time. Since the
data are read only for many Data Grid applications
[23], we do not consider consistency maintenance
between the master file and the replica files. For
readers who are interested in the consistency
maintenance in Data Grids, please refer to [24],
[25], [26].

3. Data Grid Model and Problem
Formulation

As shown in Fig. 1. A Data Grid consists
of a set of sites. There are institutional sites, which
correspond to different scientific institutions
participating in the scientific project. There is one
top level site, which is the centralized management
entity in the entire Data Grid environment, and its
major role is to manage the Centralized Replica
Catalogue (CRC). CRC provides location
information about each data file and its replicas,
and it is essentially a mapping between each data
file and all the institutional sites where the data is
replicated. Each site (top level site or institutional
site) may contain multiple grid resources. A grid
resource could be either a computing resource,
which allows users to submit and execute jobs, or a
storage resource, which allows users to store data
files.3 We assume that each site has both
computing and storage capacities, and that within
each site, the bandwidth is high enough that the
communication delay inside the site is negligible.
For the data file replication problem addressed in
this article, there are multiple data files, and each
data file is produced by its source site (the top level
site or the institutional site may act as a source site
for more than one data files). Each Grid site has
limited storage capacity and can cache/store
multiple data files subject to its storage capacity
constraint.
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Data Grid Model: A Data Grid can be represented
as an undirected graph G (V, E), where a set of
vertices V = {1,2, . . . n} represents the sites in the
Grid, and E is a set of weighted edges in the graph.
The edge weight may represent a link metric such
as loss rate, distance, delay, or transmission
bandwidth. In this paper, the edge weight
represents the bandwidth and we assume all edges
have the same bandwidth B (in Section 6, we study
heterogeneous environment where different edges
have different bandwidths). There are p data files D
= {D1, D2,…………….. Dp } in the Data Grid, Dj is
originally produced and stored in the source site Sj
ε V . Note that a site can be the original source site
of multiple data files. The size of data file Dj is sj.
Each site i has a storage capacity of mi (for a
source site i , mi is the available storage space after
storing its original data). We begin this section by
considering an illustrative example which serves as
the basis of our problem statement and will be used
throughout the paper to demonstrate the main
features of our system.

Users of the Data Grid submit jobs to
their own sites, and the jobs are executed in the
FIFO order. Assume that the Grid site i has ni

submitted jobs { ti1 , ti2, …tini }, and each job tik (1 ≤
k ≤ ni) needs a subset Fik of D as its input files for
execution. If we use wij to denote the number of
times that site i needs Dj as an input file.

4. Centralized Data Replication
Algorithm in Data Grids

In this Paper, we have proposed a
Centralized data replication algorithm is a greedy
algorithm. First, all Grid sites have all empty
storage space (except for sites that originally
produce and store some files). Then, at each step, it
places one data file into the storage space of one
site such that the reduction of total access cost in
the Data Grid is maximized at that step. The
algorithm terminates when all storage space of the

sites has been replicated with data files, or the total
access cost cannot be reduced further. Below is the
algorithm.

The total running time of the greedy algorithm of
data replication is O (p2n3m), where n is the
number of sites in the Data Grid, m is the average
number of memory pages in a site, and p is the
total number of data files. Note that the number of
iterations in the above algorithm is bounded by nm,
and at each stage, we need to compute at most pn
benefit values, where each benefit value
computation may take O (pn) time.

Fig 2. Each site i original graph G has mi

memory space; each site in modified G1 has 2mi

memory space.
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5. Distributed Data Caching
Algorithm in Data Grids

In this section, we design a localized
distributed caching algorithm based on the
centralized algorithm. In the distributed
algorithm, each Grid site observes the local
Data Grid traffic to make an intelligent
caching decision. Our distributed caching
algorithm is advantageous since it does not
need global information such as the network
topology of the Grid, and it is more reactive to
network states such as the file distribution,
user access pattern, and job distribution in the
Data Grids. Therefore, our distributed
algorithm can adopt well to such dynamic
changes in the Data Grids. The distributed
algorithm is composed of two important
components: nearest replica catalog (NRC)
maintained at each site and a localized data
caching algorithm running at each site.

Nearest Replica Catalog (NRC). Each site i in the
Grid maintains an NRC, and each entry in the NRC
is of the form (Dj , Nj ) where Nj is the nearest site
that has a replica of Dj. When a site executes a job,
from its NRC, it determines the nearest replicate
site for each of its input data files and goes to it
directly to fetch the file (provided the input file is
not in its local storage). As the initialization stage,
the source sites send messages to the top level site
informing it about their original data files. Thus,
the centralized replica catalog initially records each
data file and its source site. The top level site then
broadcasts the replica catalogue to the entire Data
Grid. Each Grid site initializes its NRC to the
source site of each data file. Note that if i is the
source site of Dj or has cached Dj, then Nj is
interpreted as the second nearest replica site, i.e.,
the closest site (other than i itself) that has a copy
of Dj. The second nearest replica site information
is helpful when site i decides to remove the cached
file Dj. If there is a cache miss, the request is
redirected to the top level site, which sends the site
replica site list for that data file. After receiving
such information, the site will update correctly its
NRC table and sends the request to the site’s
nearest cache site for that data file. Therefore, a
cache miss takes much longer time. The above
information is in addition to any information (such

as routing tables) maintained by the underlying
routing protocol in the Data Grids.

Localized data caching algorithm. Since each site
has limited storage capacity, a good data caching
algorithm that runs distributedly on each site is
needed. To do this, each site observes the data
access traffic locally for a sufficiently long time.
The local access traffic observed by site i includes
its own local data requests, nonlocal data requests
to data files cached at i, and the data request traffic
that the site i is forwarding to other sites in the
network. Before we present the data caching
algorithm, we give the following two definitions:

 Reduction in access cost of caching a
data file.

Reduction in access cost as the
result of caching a data file at a site is the
reduction in access cost given by the
following: access frequency in local
access traffic observed by the
site × distance to the nearest replica site.

 Increase in access cost of deleting a
data file.

Increase in access cost as the result
of deleting a data file at a site is the
increase in access cost given by the
following: access frequency in local
access traffic observed by the
site × distance to the second-nearest
replica site.

Cache replacement policy. With the above
knowledge, a site always tries to cache data files
that can fit in its local storage and that can give the
most reduction in access cost. When the local
storage capacity of a site is full, the following
cache replacement policy is used. Let |D| denote
the size of a data file (or a set of data files) D. If the
access cost reduction of caching a newly available
data file Dj is higher than the access cost increase
of some set D of cached data files where |D| > |Dj|,
then the set D is replaced by Dj.

6. Conclusion

Through this paper, we study how to replicate data
files in data intensive scientific applications, to
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reduce the file access time with the consideration
of limited storage space of Grid sites. Our goal is to
effectively reduce the access time of data files
needed for job executions at Grid sites. We propose
a centralized greedy algorithm with performance
guarantee, and show that it performs comparably
with the optimal algorithm. We also propose a
distributed algorithm where in Grids sites react
closely to the Grid status and make intelligent
caching decisions. Using GridSim, a distributed
Grid simulator, we demonstrate that the distributed
replication technique significantly outperforms a
popular existing replication technique, and it is
more adaptive to the dynamic change of file access
patterns in Data Grids.

7. Future Enhancement

In the future, we plan to design and develop data
replication strategies in the scientific workflow
[27] and large-scale cloud computing environments
[28]. We will also pursue how provenance
information [29], the derivation history of data
files, can be exploited to improve the intelligence
of data replication decision making.
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