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Abstract—Big data is used to describe a massive volume 
of both structured and unstructured data that is so large 
that it's difficult to process using traditional database 
and software techniques. MapReduce is programming 
model is implemented that helps developer to process 
massive amount of structured and unstructured data in 
parallel manner across heterogeneous environment. It 
was developed by Google in 2004 Hadoop is used to 
implement the MapReduce. The MapReduce 
programming model mainly used for load balancing in 
Cloud environment. This paper provides an overview of 
MapReduce Programming model with scheduling and 
partitioning in Big data 
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I. INTRODUCTION 
 Big data [18] is a collection of large data sets. Due 

to their giant size it is not efficient to process those 
using traditional methods. Various problems that have 
to be faced in processing big data are capturing the 
data, storage, search, sharing, transferring, analysis 
etc. The trend to giant data sets is because of extra 
information derived from analysis of a single large set 
of correlated data, as compared to separate smaller 
sets with the equivalent total amount of data. This big 
data helps in finding the relations between various 
fields which may help in various ways, like decision 
making, understanding the business trends, long term 
planning, fighting crime, and getting real-time 
roadway traffic conditions[28]. But due to their 
correlated behavior it becomes difficult to query them 
[35]. Professionals are trying to make results from 
this huge amount of data. 

A. Hadoop Overview  

Hadoop [33] is the Apache Software Foundation 
open source and Java-based implementation of the 
Map/Reduce framework. Hadoop was created by 
Doug Cutting. Hadoop originated from Apache 
Nutch3 which is an open source web search engine 
was a part of the Lucene project. Nutch was an 
ambitious project started in 2002, and it soon ran into 
problems with the creators realizing that the 
architecture they had developed would not scale to 
the billions of web pages on the Internet. But in 2003, 
a paper was published that described Google’s 
distributed file system - the Google File System 

(GFS) [31]. Hadoop was born in February 2006, 
when they decided to move NDFS and Nutch under a 
separate subproject under Lucene. In January 2008, 
Hadoop made its own top level project under Apache 
and HDFS or Hadoop Distributed File System was 
name kept instead of NDFS. Hadoop provides various 
tools which help in processing of vast amounts of 
data using the Map/Reduce framework and, 
additionally, implements the Hadoop Distributed File 
System (HDFS).  

B. Hadoop Distributed File System Or HDFS  

HDFS is a filesystem which is designed for storing 
very giant files with streaming data access patterns. 
HDFS runs on clusters on commodity hardware. 
HDFS was designed keeping in mind the ideas behind 
Map/Reduce and Hadoop. This implies that it is 
capable of handling datasets of much bigger size than 
conventional file systems (even petabytes). These 
datasets are divided into blocks and stored across a 
cluster of machines which run the Map/Reduce or 
Hadoop jobs. This helps the Hadoop framework to 
partition the work in such a way that data access is 
local as much as possible.  

A very important feature of the HDFS is its 
“streaming access”. Once the data is generated and 
loaded on to the HDFS, it assumes that each analysis 
will have a large proportion of the dataset. So the time 
taken to read the whole of dataset is more important 
than the latency occurred in reading the first record. 
This has its advantages and disadvantages. On one 
hand, it can read bigger chunks of contiguous data 
locations very fast, but on the other hand, random 
seek turns out to be a so slow that it is highly 
advisable to avoid it. Hence, applications for which 
low-latency access to data is critical will not perform 
well with HDFS.   

C. MapReduce 

MapReduce [15] is a parallel programming 
technique which is used for processing very large 
amounts of data. Processing of this much large 
amount of data can be done efficiently only if it is 
done in a parallel way. Each machine handles a small 
part of the data. MapReduce is a programming model 
that allows the user to concentrate more on code 
writing [22]. He needs not be worried about the 
concepts of parallel programming like how he will 
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distribute the data to different machines or what will 
happen on failure of any machine etc. This all is 
inbuilt in MapReduce framework.  

In MapReduce, the input work is divided into 
various independent chunks [34]. These chunks are 
processed by the Mappers in the totally parallel way. 
The Mappers process the chunks and produce the 
output, and then this output is sorted and fed as input 
to the reducers. The framework itself will handle 
scheduling of tasks, monitoring of tasks and re-
executing the tasks which have been failed [23]. 
MapReduce allows a very high aggregate bandwidth 
across the cluster because typically the nodes that 
store and the nodes that compute are the same. Means 
the MapReduce framework and distributed file 
system runs on the same set nodes due which it 
provides high aggregate bandwidth.  

The input to this framework is provided in the form 
of key/value pairs and it produces the output also in 
the form of key/value pairs. All the coding is done in 
the form of two functions that is Map and Reduce. So 
the developers must have knowledge that how he will 
represent his coding in the form of Map and Reduce 
functions [12]. The output of the Map function is 
sorted and fed to the Reduce function. MapReduce is 
very suitable when there is a large amount of data 
involved. For small amount of data it might not be 
that useful. MapReduce can be run on the commodity 
hardware with reliability and in a fault tolerant way. 
Therefore it can be said that MapReduce is a software 
framework which allows writing the programs with a 
ease which involves large amount of data and the 
developer need not to worry about anything else when 
his data is being processed parallelly.  

Before MapReduce large scale data processing was 
difficult because before that one had to look after the 
following factors himself but now they all are handled 
by the framework.  

 Managing thousands or hundreds of processors  
 I/O Scheduling  
 Status and monitoring  
 Managing parallelization and distribution  
 Fault/crash tolerance  

MapReduce provides all of these easily because 
these all are inbuilt in MapReduce framework [10]. 
Before MapReduce one needed to have a complete 
knowledge about all these factors, had to do separate 
coding for them like how to distribute the data if any 
node fails, keeping a check on processors etc. But 
now with MapReduce all that is inbuilt, user only can 
concentrate on his own implementation.  

II. SCHEDULING IN HADOOP 
The important process in Hadoop is assigning Task 

among the Map and Reduce nodes. The responsible 
for task assignment is scheduler. There are two types 
of nodes called JobTracker and TaskTracker are 
playing important role in the process of job execution. 
The Coordinator is JobTracker for executing all jobs 
in machine while the TaskTracker processing the 

tasks and sends heartbeat signal continuously to the 
JobTracker to indicate it’s alive.  

A. Default FIFO Scheduler 

The Google was implemented the FIFO scheduler. 
All the Hadoop applications use the FIDO as default 
Scheduler. The jobs are present in the queue which 
can be processed as First in First out fashion. The 
main drawback with this FIFO scheduling is the next 
job or task in the job queue will be allocated only 
after finishing the previous job. The implementation 
of the Scheduler is efficient and very simple. 

B. Fair Scheduler 
The Fair Scheduler [7], [17], [19] was developed at 

Facebook. The possible solution with this scheduler is 
available resources can be shared effectively. The 
advantage of this scheduler is shorter job can be 
assigned when the slot becomes free. So the shortest 
job or smaller job no needs to wait for the completion 
of larger task. The main drawback is tasks are 
allocated to all the slots with higher slot capacity. 
Pools of jobs are present in fair scheduling. The 
Scheduler follows the following concept 

1. Jobs are placed in the pool 
2. Each pool is having maximum capacity 
3. Resources are shared fairly. 

C. Capacity Scheduler 
Capacity Scheduler [17], [19] which was 

implemented by Yahoo and it is very effective for 
large scale applications. Instead of job pool, multiple 
queues are used and each queue has guaranteed 
capacity. The capacity of the queue is exceed means 
the task is allocated to another queue. Compare to 
lower priority jobs, the higher priority jobs can access 
more resources efficiently. The capacity Scheduler 
follows the priority concept with FIFO in the job 
queue. But the user having limitations on percentage 
of running tasks. So the cluster setup can be equally 
shared by the user. 

D. Longest Approximation Time to End (LATE) 
 

In LATE [28], the task can be executed 
speculatively. In this type of speculative execution the 
performance of the task execution is slow means 
another equivalent task can be running on back end. If 
the performance of the back end task is fast means 
performance of the scheduler is improved. Because 
the scheduler’s response time will get improved. The 
LATE is robust in heterogeneous environment. 

Features 
 During speculative execution, the priority is 

assigned to the tasks. 
 Faster node can be selected for speculative 

execution. 
 Thrashing can be avoided because of speculative. 
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E. Delay Scheduler 
The extended version of fair Scheduler is delay 

scheduler [24]. It is introduced to improve the data 
locality and performance of Fair Scheduler. During 
the allocation of task to the slot, it first checks the slot 
whether it having the available data for the 
completion of task. Else the task is delayed to get free 
slot which having the data for the particular task. This 
method is very efficient for the Task tracker to assign 
the task. 
F. Dynamic priority scheduler 

The dynamic priority scheduler [5] is proposed by 
Thomas sandholm. It takes user’s priority .The 
distribution of capacity is performed dynamically. 
The extension of both FIFO and Fair scheduler is 
dynamic priority scheduler.The performance is better 
in large cluster. The advantage compared to default 
FIFO is fairness and jobs priority. It includes two 
phases 
 Dynamic priority allocator- slot allocations 

dynamically 
 Priority enforcer- It enforce the resource sharing 
G. Resource aware scheduler 

The resource utilization is focused such as I/O, 
CPU, Disk and Network. The job is assigned to the 
node which having less utilization of CPU. The 
performance management is main goal in Resource 
aware scheduler [14], [25].  
H. Scheduler Based On Deadline Constraint 

Many researchers are working on the Scheduling 
for improving the policies of scheduling in Hadoop. 
Recent works such as Dynamic proportional 
Scheduler, Delay Scheduler offer variety of service 
for Hadoop jobs allowing user to adjust the priority 
level assigned to their jobs. But it does not guarantee 
that the job will be processed by a specific deadline. 
So the Deadline Constraint Scheduler [3], [20]  solves 
the issue of deadlines and focuses more on increasing 
system utilization [12]. 

Hadoop based data processing is done by a job 
execution cost model and takes user deadline as part 
of its input. The model determines the available slot 
based on set of assumptions: 
 All nodes are homogeneous and processing cost for 

map and reduce node is equal. 
 Input data is distributed in uniform manner. 
 Reduce tasks starts after all map tasks have 

completed. 
 The input data is already present in HDFS. 

The job is scheduled based on the deadline and 
independent of the number of jobs running in cluster. 
After job is submitted it first computes the availability 
of free slots at given time running in the system. Then 
schedulability test is performed to decide whether the 
job can be completed within the deadline or not. The 
job is enlisted after the schedulability for assigning 
the job to slots. 

 
 

I. Learning Scheduler 
Learning methodology [13], [14] is applied on job 

to classify good or bad. For the purpose of 
classification pattern classifier is used. The 
classification is based on the resource utilization. If 
the job consumes less resources means it is good 
otherwise bad. Good jobs won’t make any trouble to 
Task Tracker and bad jobs are terminated. It considers 
utilization such as CPU, I/O, Disk and network. Task 
assignment is very closer to default scheduler when 
more than one good job occurred. 

J. Classification and Optimization based 
scheduler for Heterogeneous Hadoop system  

Here both cluster and application level 
heterogeneity is considered [4] . By using this 
scheduler we can achieve better task assignment in 
heterogeneous environment. If it takes minimum 
completion time compare to other scheduler. The data 
locality can be reduced by replicating the data 

K. Network Aware Scheduler 
It is used to achieve the data locality by helping the 

administrator to find the data location for the task. 
The network awareness [26] is implemented with 
FIFO and Fair scheduler. The slot is checked to know 
the availability of the data before assigning the task. 
If there is no data for the task means it will be delayed 
for specific duration 

 
III. PARTITIONING IN MAPREDUCE 

In a MapReduce, partition takes place between the 
Mapper and reducer. The output of the Mapper is 
processed by the reducer with the help of partitioning 
mechanism. The role of partitioner is allocating the 
output of the Mapper to reducer. The performance of 
the MapReduce is based on the distribution of job 
among the nodes. The distribution process is based on 
the partitioning mechanism. By using better 
partitioning algorithm we can achieve the load 
balancing and memory consumption. 

A. FIFO 
The output of the Mapper is processed as FIFO 

fashion. Many Mappers are processing the task, For 
example consider there are 3 Mappers and 2 reducers. 
The first result is produced by second Mapper means 
it will be allocated to first reducer and vice versa. The 
implementation is simple and it is not effective.  
B. Round Robin 

Round robin model is better than FIFO. In round 
robin the output of the Mapper is treated as Round 
Robin manner. The Mapper produces the 3 results and 
number of reducer is 2. Here it fetches the first output 
to first reducer and second output to second reducer 
and third output to first reducer. 

 
C. Hash Code 

Most advanced and effective model is hash code. 
ASCII value is used. The hash function is computed 
on the output of Mapper. The count value of reducer 
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is added with the output of hash code. The final result 
indicates the proper reducer node.  
 

IV. CONCLUSION 
Big data is a collection of structured and 

unstructured data, which can be processed by using 
MapReduce programming model. This can be 
implemented on Hadoop platform. This paper 
contains the information about Big data and its 
challenges, Hadoop, HDFS and MapReduce 
Programming model. Some of the Scheduling and 
partitioning mechanisms are described in this paper. 
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