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Abstract— Mobile Ad hoc Network is a self- configured network 

of mobile nodes associated with wireless links in order to 

organize a random topology. The nodes travel in the random 

manner. Multicast routing protocol is greatly needed in order to 

carry out communication effectively among the mobile nodes in 

an Adhoc network. The routing protocol should assure minimum 

usage of network resources like wireless links bandwidths, power 

and should lead to better packet delivery ratio and end to end 

delay. This paper presents a multicast routing strategy for 

mobile Adhoc network to overcome the limitations in the above 

said resources that arise due to dynamic topology and primary 

path failures. The protocol conditionally forwards the route 

search packet and creates multipath during route searching. 

Multipaths can be useful if primary path brakes during 

transmission and the packet travels by alternative path, leads to 

better performance of routing protocol. Route recovery 

management can be effectively carried out in this protocol. 

 Keywords—   Alternative path, Mobile ad-hoc networks, 

Multicast routing strategy, Multipath, Route recovery 

I. Introduction 

An ad hoc network composed of mobile nodes which are 

connected by wireless links and in random manner to 

constitute a dynamic multihop network [1]. The mobile nodes 

travel in random manner due to dynamic topology. Quick 

Deployment, strength, flexibility and essential support for 

mobility are some merits of ad hoc networks. As ad hoc 

network is economically beneficial, it is utilized in the 

military application, collective and distributed computing, 

emergency services, and wireless mesh and sensor networks 

and even in hybrid networks. There is no fixed infrastructure 

like base stations in an ad hoc network. The mobile nodes 

directly interact with each other through wireless routes within 

the network. The issues in finding a route to destination node 

are unpredictable of environment, nodes that are resource-

constrained and topology. The issues may result in errors in 

broadcast, links and node failures. Multicasting has great 

importance in ad hoc networks rather than unicasting due to 

its broadcasting nature [2]. So any routing protocol should 

assure effective utilization of bandwidth, reduction of packet 

drops and overhead.  

The proposed Multicast Routing protocol for MANET with 

Constrained Directional Forwarding for Less energy 

Consumption (MPMCFLE) forwards the route search packet 

conditionally and creates multipath [3] between source and 

destination. Multipath Routing topology finds Disjoint nodes, 

links and non-disjoint routes. If the primary route vanishes 
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then data packets will be lost. To overcome this issue, Route 

maintenance technique is developed. The recently discovered 

routes can be cached for using it again if similar route is 

needed. Two types of route caching techniques are Source 

route caching and intermediate path caching. Using of Route 

cache facilitates the availability of alternate route during link 

failure and overhead can be controlled. On demand routing 

protocols leads to more control traffic as route request packet 

(RREQ) floods the entire network.   

Multiple path routing protocol caches multiple routes [4] to a 

destination in a single route discovery. So, we propose a 

hybrid routing topology which involves multiple path 

discovery and local error recovery. In this multipaths are 

established for each source and destination and they are 

cached in their route caches. When a route or link fails, a local 

error recovery is carried out to invoke alternate route 

selection. An alternate route is taken from route cache to have 

great bandwidth. So our proposed hybrid routing method 

reduces packet drops, recovery time, overhead and utilizes 

bandwidth effectively. 

The paper is organized as follows: Section 2 describes the 

existing routing protocols for MANETs and their problems. 

The proposed, multicast routing protocol for MANET with 

constrained directional forwarding for less energy 

consumption (MPMCFLE) is discussed in Section 3.Section 4 

analyses the performance of our proposed protocol in 

comparison to other protocol like MAODV. Section 5 

summarizes the conclusions. 

II. Routing Protocols for Mobile Ad Hoc Networks 

Routing Protocols for mobile ad hoc networks can be 

classified based on topology, Routing information update 

mechanism, use of temporal information for routing and on 

utilization of specific resources. Routing information 

mechanism protocols can be typed into Table driven, On 

demand and Hybrid types. Table driven routing protocol such 

as Destination Sequenced Distance Vector Routing protocol 

[5] (DSDV), Wireless Routing Protocol (WRP) stores routing 

information in tables at each node. On Demand Routing 

protocols like Dynamic Source Routing [6] (DSR) and Ad 

Hoc On-Demand Distance-Vector Routing protocol [7] 

(AODV) initiates the route search process when ever route is 

needed. Core Extraction Distributed Adhoc Routing 

(CEDAR) comes under Hybrid category which uses both 

features of Table Driven and On Demand types. 

Multicast Routing Protocols can be still categorized into mesh 

based and tree based ones based on their network structure. 

Core assisted Mesh based protocol [8] (CAMP) is Mesh based 

protocol and  do not perform well when energy consumption 

is taken into account as overhead is more in broadcasting 

within the mesh. Tree based protocols again typed into Source 

tree and Shared tree protocols perform well in this scenario. 

AODV is a shred tree protocol. But tree based protocol has 

drawback of dependency on a core node and tree structure is 

fragile and thus need updation due to mobility of nodes. All 

these protocols do not perform well if primary route failure 

occurs as route maintenance is not carried out effectively. 

To overcome these problems for efficient communication 

among mobile nodes in an ad hoc network, we propose a 

hybrid routing topology for effective route maintenance and 

local route recovery. 

III. Proposed Protocol-MPMCFLE 

In this, we propose multicast routing protocol for MANET 

with constrained directional forwarding for less energy 

consumption, which is a hybrid routing topology for better 

performance in terms of bandwidth usage, Packet delivery 

fraction and overhead. The protocol uses Global positioning 

System (GPS) in order to get the physical location of mobile 

nodes. 

With the help of GPS, each node finds location of surrounding 

nodes in an ad hoc network. Usually a node with more energy 

and with less mobility constructs shared tree structure with 

itself as primary node of the tree. 

A. Conditional Forwarding for Route Searching 

After constructing the tree structure, the source node wants to 

find the route to destination. For this it forwards the Route 

request packet (RREQ) conditionally [9] to the neighbor 

nodes rather than flooding. 

First the source node pixel locations are denoted by X(s), Y(s) 

in two dimensional structures. The protocol takes a threshold 

node as reference node and its locations are denoted by X (t), 

Y (t). It finds the new location values X, Y as 

X=(X (s) + X (t))/2 

Y=(Y (s) + Y (t))/2 

After getting the new locations, the RREQ packet is sent from 

source to the nodes which are having their location values less 

than X, Y values. Then those nodes further send RREQ packet 

towards destination. The destination receives RREQ packet 

and replies back with RREP packet along the path created 
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during RREQ transmission. Thus a route is created between 

source and destination and data transmission takes place. 

Figure 1 shows the conditional forwarding in an ad hoc 

network, where source node S sends RREQ packet to nodes C, 

H but not to F node as its having location values greater than 

X, Y values.  

If the source node does not find any nodes which are having 

less values than X, Y, then source node floods the RREQ 

packet rather than conditional forwarding. Destination node 

replies with RREP packet and data transmission takes place. 

 

Fig1: Directional forwarding in ad hoc network 

B. Multipath Routing  

Unipath Routing protocols like AODV, DSR finds a single 

route between source and destination. But when that route or 

link fails, packet drop occurs until the new route is 

established. New route finding is a bit long process so the 

network resources like bandwidth and power are wasted.  

To overcome this problem, we propose a protocol which 

creates multiple paths between source and destination during 

route search process .Multipath routing is proposed to increase 

reliability of transmission and for load balancing. Multipath 

routing [4] is used in several contexts such as Traditional 

circuit switched telephone networks and in data networks like 

Asynchronous Transfer Mode [10] (ATM) to overcome the 

problem that arises when primary path fails. Multiple paths 

can be used to compensate for the dynamic and unpredictable 

nature of ad hoc networks. 

Figure 2 shows multipath routing in an adhoc network with S 

as source and D as destination and nodes X, Y, Z are 

intermediate nodes. 

 

Fig 2: Multipath Routing in Ad hoc network 

Here three routes are established between source S and 

destination D and those are SXD,SYD and SZD. The best path 

is selected first and if primary path fails it shifts to alternate 

paths. Even if node D moves, routes SXD, SYD break and 

SZD still alive to deliver packets to D. 

C. Multipath Routing Components 

Multipath routing consists of three components: route 

discovery, route maintenance, and traffic allocation. 

    1). Route Discovery: Route discovery and route mainte-

nance [11] consists of finding multiple routes between a 

source and destination node. Multipath routing protocols can 

attempt to find node disjoint, link disjoint, or non-disjoint 

routes. Node disjoint routes, also known as totally disjoint 

routes, have no nodes or links in common. Link disjoint routes 

have no links in common, but may have nodes in common. 

Non-disjoint routes can have nodes and links in common. 

Disjoint routes have certain advantages over non-disjoint 

routes. Non-disjoint routes may have lower aggregate 

resources than disjoint routes, because non-disjoint routes 

share links or nodes. Node disjoint routes offer the most 

aggregate resources, because neither links nor nodes are 

shared between the paths. Disjoint routes also provide higher 

fault-tolerance. When using non-disjoint routes, a single link 

or node failure can cause multiple routes to fail. In node or 

link disjoint routes, a link failure will only cause a single 

route to fail. However, with link disjoint routes, a node failure 

can cause multiple routes that share that node to fail. Thus, 

node disjoint routes offer the highest degree of fault-tolerance. 

In moderately dense networks, there may only exist a small 

number of node disjoint routes between any two arbitrary 

nodes, especially as the distance between the nodes increases 
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[12]. This is because there may be sparse areas between the 

two nodes that act as bottlenecks. Disjoint routes perform well 

when compared to non-disjoint routes.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.Different types of multipath routes 

 

Figure 3 illustrates disjoint and non disjoint routes. Here 

Routes SXD, SYD, and SZD in (a) have no links or nodes in 

common and are therefore node disjoint. Routes SXYZD and 

SYD in (b) have node Y in common and are therefore only 

link disjoint. 

    2). Route Maintenance: During data transmission using 

multiple routes, when some or all of the routes fail. , then 

route discovery can be triggered each time one of the routes 

fails or only after all routes fail. Waiting for all routes to fail 

before performing a route discovery will result in delay before 

new routes are available. This may reduce QoS. However, 

initiating route discovery every time one of the routes fails 

may incur high overheads. Performing route discovery when 

N routes fail, where N is less than the number of paths 

available, may be a compromise.  

    3). Traffic Allocation: The traffic allocation strategy deals 

with how the data is distributed amongst the paths. The choice 

of allocation granularity is important in traffic allocation. The 

allocation granularity specifies the smallest unit of 

information allocated to each path. For instance, a per-

connection granularity would allocate all traffic for one 

connection to a single path. A per-packet granularity would 

distribute the packets from multiple connections amongst the 

paths. A per-packet granularity results in the best performance 

[13]. This is because it allows for finer control over the 

network resources. It is difficult to evenly distribute traffic 

amongst the paths in the per-connection case, because all the 

connections experience different traffic rates. If a round-robin 

traffic allocation approach is used, however, a per- packet 

granularity may result in packets arriving out-of order 

destination. 

D.  Issues in Multipath Routing 

While implementing multipath routing, link layer issues 

should be addressed. It is important to choose paths that are as 

independent as possible to ensure least interference between 

paths as they use wireless links. Paths should be selected that 

have low coupling or correlation in order to improve the 

performance. Correlation and Coupling matrices are used to 

find degree of independence among a set of paths. The 

correlation factor between two node-disjoint paths is defined 

as the total number of links connecting the paths [14]. Note 

that the correlation factor only applies to node- disjoint paths. 

The coupling [15] between two paths is calculated as the 

average number of nodes that are blocked from receiving data 

along one of the paths when disjoint routes are considered 

highly coupled. 

The other Link layer issues which are addressed are 

 - End to end reliability 

-  Path reliability  

-  Bandwidth requirements.  

Figure 4 describes the process to find end to end reliabilities. 

 

Fig 4: End to end reliability calculation 

For satisfying bandwidth requirements, a reservation scheme 

[16] is used. The protocol attempts to find multiple paths that 

collectively satisfy the bandwidth requirements. The original 

bandwidth requirement is essentially split into multiple sub-

bandwidth requirements. Each sub-path is then responsible for 

one sub-bandwidth requirement.  

This protocol is on-demand and uses the local bandwidth 

information available at each node for discovering routes. A 

ticket-based approach is used to search for multiple paths. In 

this approach a number of probes are sent out from the source, 

each carrying a ticket. Each probe is responsible for searching
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one path. The number of tickets sent controls the amount of 

flooding that is done. Each probe travels along a path that 

contains the necessary bandwidth.  

The source initially sends a certain number of tickets each 

containing the total bandwidth requirement. The tickets are 

sent along links that contain sufficient bandwidth to meet the 

requirement. When an intermediate node receives a ticket, it 

checks to see which links have enough bandwidth to meet the 

requirement. If it finds some, it then chooses a link, reserves 

the bandwidth, and forwards the ticket on the link. If no links 

have the required bandwidth, the node reserves bandwidth 

along multiple links such that the sum of the reserved band- 

widths equals the original requirement. In this way, the 

bandwidth requirement is split into sub-bandwidth 

requirements equaling the bandwidths reserved along each of 

the links. 

E. Alternative path routing for effective local route recovery 

Alternative path routing can be carried out in order to ensure 

effective local route recovery.  

On the event of transmitting a data packet, if no route found 

then the source broadcasts the route request packets. If a 

unique RREQ reaches the intermediate nodes, it attaches the 

node ID to packet and continues broadcasting. If replicas of 

earlier received packets found, then drops if those replicated 

packets are not from local routes and this process we conclude 

as conditional dropping, which minimizes the packet loss. 

Even an intermediate node is aware of the path to target node, 

it is not allowed to initiate the root reply process since only 

the target node is eligible to perform route reply process.  The 

destination node upon receiving all RREQ packets attaches 

the route code and feeds it back as RREP packets. Let n RREP 

packets are generated for the paths Pi, P2,...,Pn. The route code 

is to recognize the available bandwidth. The RREP with route 

code RC1 has a maximum available bandwidth and RREP 

with route code RC2 has next maximum bandwidth 

availability and so on. The priority condition for bandwidth 

selection is as follows:  

‘ 1 2 3 4 nB B B B .... B    ’, where 1 2 3 nB ,  B ,  B ,...,  B are the 

available bandwidth of the routes. 

After the intermediate node receives RREP packets, they store 

the routes P1,P2,.,Pn in their route caches and then forward 

them to subsequent nodes.  Once the route reply 

process is completed then the primary path will be opted by 

the source node. Against to the failure of the route currently in 

use the restoration node detects it and establishes a local 

recovery path with maximum bandwidth (which is the first 

available path) from its route cache. 

F. Route Recovery Management 

The route recovery management technique [17] is handled to 

avoid the frequent collision and degradation in the network 

performance. 

The network may possess many restoration nodes in the dense 

environment. In case of the route failure, all the existing 

restoration nodes attempts route recovery, by sending ‘ drp ’ 

simultaneously. This results in frequent collisions and 

degradation of the network performance. 

To conquer this drawback, we consider recovery route 

management technique which is as follows. 

Every node has a various contention window (C) dimensions 

as per the overhearing count's number. If the number is large, 

the nodes C dimension is small. This reveals that the 

restoration node related to the primary route is more stable 

than other routes. The restoration node selects C in a random 

manner and waits for time t. In case restoration node hears ‘

drp ’ message sends by another restoration node, the timer is 

stopped. If ‘ drp ’ is not sent by any node within the time 

interval t, then the restoration node forwards ‘ drp ’ to 

discover the route. 

In particular, our route management scheme restricts the 

collision avoidance to be performed by the first ‘ drp ’ 

message. There may be probability that first ‘ drp ’ may 

collide with ‘ drp ’ of other restoration nodes having the 

similar C value. 

The mobility of restoration node causes it to misunderstand 

that route as failed even though original route is available to 

transmit the data. If the restoration node forwards ‘ drp ’ 

message to a node which connects to the subsequent node 

well, it discards the ‘ drp ’ and further restoration node is 

conscious about its misjudgment because it does not receive 

the ‘ ack ’. 

G. Mechanisms for Multipath Routing 

We propose basically two mechanisms for multipath routing 

and those are 
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 Disjoint Multipaths 

 Tressed Multipaths 

    1). Disjoint Multipath: The first multipath mechanism we 

consider constructs a small number of alternate paths that are 

node-disjoint [18] with the primary path, and with each other. 

These alternate paths are thus unaffected by failures on the 

primary path, but can potentially be less desirable (e.g., have 

longer latency) than the primary path. 

A constructive definition for node-disjoint multipath is:  

Construct the primary path between source and sink. 

1. The first alternate disjoint path Pi is the best path node-

disjoint with. 

2. The second alternate disjoint path is the best path that is 

node disjoint with, and so on. 

We call this the idealized algorithm for constructing disjoint 

multipaths, and the resulting multipath the idealized k-disjoint 

multipath. 

To realize node disjoint paths we should use one mechanism, 

which uses two kinds of reinforcements. Assume for the 

moment that some low-rate samples have initially been 

flooded throughout the network. The sink then has some em-

pirical information about which of its neighbors can provide it 

with the highest quality data (lowest loss or lowest delay). To 

this most preferred neighbor, it sends out a primary-path 

reinforcement. As with the basic directed diffusion scheme, 

that neighbor then locally determines its most preferred 

neighbor in the direction of the source, and so on. 

After it starts receiving data along the primary path, or 

perhaps a shortly after sending the primary-path reinforce-

ment, the sink sends an alternate path reinforcement to its 

next most preferred neighbor. This neighbor A propagates the 

alternate path reinforcement to its most preferred neighbor in 

the direction of the source. If happens to already be on the 

primary path between the source and the sink (and it can 

determine this entirely from local state), it sends a negative 

reinforcement, then selects its next best preferred neighbor. 

Otherwise, B propagates the alternate path reinforcement to 

its most preferred neighbor and so on. Nodes other than the 

sink do not originate alternate path reinforcements. 

This mechanism can be extended to construct disjoint 

multipath, by sending out alternate path reinforcements from 

the sink, each separated from the next by a small delay. Each 

node would then be constrained to receive only one 

reinforcement of either type-primary path, or alternate path. If 

it receives more than one reinforcement, the node negatively 

reinforces these, ensuring disjointed-ness. 

We call this as localized disjoint multipath. In the idealized 

algorithm, the first alternate path is the primary path which is 

node- disjoint with the primary path. However, because the 

localized construction has only local knowledge of alternative 

paths, it’s search procedure may discover longer alternate 

paths.  

 

 

Fig 5(a & b): Node disjoint and Link Disjoint Multipath 

Figure 5 describes node disjoint and link disjoint paths. In fig 

5(a), Routes SXD, SYD, and SZD have no links or nodes in 

common and are therefore node-disjoint. In fig 5(b), Routes 

SXYZD and SYD have node Y in common and are therefore 

only link disjoint. 

    2). Tressed Multipaths: Disjoint multipath often can be 

energy inefficient. So, we propose a different mechanism 

called tressed multipath. [19] 

A constructive definition for our tressed multipath is as 

follows:  

For each node on the primary path, find the best path from 

source to sink that does not contain that node. This alternate 

best path need not necessarily be completely node-disjoint 

with the primary path. We call the resulting set of paths 

(including the primary path) the idealized tressed multipath. 

As its name implies, the links constituting a braid either lie on 

the primary path, or can be expected to be geographically 

close to the primary path. In this sense, the alternate paths 

forming a braid would expend energy comparable to the 

primary path. 

One localized technique for constructing braids is described 
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below. Like the idealized algorithm for disjoint multipath, 

this technique also utilizes two types of reinforcements. 

However, its local rules are slightly different, resulting in an 

entirely different multipath structure. The sink sends out 

primary path reinforcement to its most preferred neighbor A. 

In addition, the sink sends alternate path reinforcement to its 

next preferred neighbor. Again, as before, propagates the 

primary path reinforcement to its most preferred neighbor and 

so on. In addition, (and recursively each other node on the 

primary path) originates an alternate path reinforcement to 

its next most preferred neighbor. By doing this, each node 

thus tries to route around its immediate neighbor on the 

primary path towards the source. When a node, such as, not 

on the primary path receives alternate path reinforcement, it 

propagates it towards its most preferred neighbor. When a 

node already on the primary path receives alternate path 

reinforcement, it does not propagate the received alternate 

path reinforcement any further. 

 

 

Fig 6: Tressed multipath 

Figure 6 shows non-disjoint multipath and sometimes called 

as Tressed multipath. In this case, Routes SXD and SXYD 

have node X and link SX in common and are therefore non-

disjoint.  

IV. Performance Analysis 

A. Simulation Model and Parameters 

For the simulation of the proposed protocol, we use NS2.34 

simulation tool. We use 802.11 DCF for MAC Layer as it can 

inform network layer about link failure. The nodes are placed 

at random locations which are placed in 1000x1000 region. 

Mobile nodes of count 5 to 55 with increment of 5 are taken 

with channel capacity set to 2Mb/s. Random way point 

mobility model with node speed of 10m/s is used. Each 

Simulation is run for 20 seconds with CBR generated traffic. 

The nodes can have radio range of 250m with data rate as 

100kb/s with maximum packets in queue as 150. 

B. Performance Parameters 

For the performance comparison of our proposed protocol, 

the parameters considered are (i) Packet drop, (ii) Average 

end-to-end delay (iii) Control overhead, (iv) Packet Delivery 

fraction. 

Figures compare the performance of our proposed protocol 

with that of MAODV protocol. Figure 7(a) and 7(b) shows the 

packet drops and it is less for proposed MPMCFLE. Figure 8 

shows the comparison of end-to-end delay for both protocols 

and delay is less for our protocol. In figure 9, the comparison 

is done for Control overhead. Here normalized load can 

describe the overhead and it is less for MPMCFLE. This can 

represent the energy consumption of nodes. Figure 10 is used 

to compare both protocols for Packet delivery fraction and it is 

high for MPMCFLE protocol.  

In all the above cases, our proposed routing technique-

MPMCFLE outperforms MAODV protocol due to conditional 

forwarding and multipath routing mechanisms which 

effectively ensures for the alternative path selection whenever 

primary path fails. Route recovery management is carried out 

in such a way that overhead on nodes can be decreased. The 

packet drops are less as transmission goes through the second 

best path within less time if primary path fails. 

 

 

Fig 7(a): More packet drops for MAODV 
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Fig 7(b): Less packet drop for proposed protocol 

 

Fig 8: Average End-to-end Delay 

 

Fig 9: Control Overhead 

 

Fig 10: Packet Delivery Fraction 

 

V. Conclusion 

Our proposed, Multicast Routing protocol for MANET with 

Constrained Directional forwarding for less energy 

consumption (MPMCFLE) is compared with shred tree 

multicast protocol like MAODV with end-to-end delay, PDF, 

Overhead and Packet drops parameters are taken into account. 

Proposed protocol-MPMCFLE overcomes the problems arise 

due to network wide flooding of data packets by conditional 

forwarding of packets. It also reduces packet drops whenever 

primary path fails by selecting alternative path. Effective local 

route recovery is done in order to decrease the delays in the 

network. The information in the route cache is used to select 

second best path if primary link or path fails. 

The proposed protocol can be used to achieve scalability when 

numerous number of nodes are employed in the network.  
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