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Abstract:   

    The attributed data will be the input for our new approach. The attributed data will be with 6rows in 

the document and random displancements(indexes) will be generated according the k value(example 

4). These displacement values will be inputs for generation of clusters. Number of documents 

generation is k value.    Once the indexed values are taken out from the main attributed data these 

values will be compared with the main attributed data(1-na) for attribute matchings. After we get the 

attributed matching numbers (in this case 4 numbers with example N{2,4,1,3}. So here we use one 

formula  k- N(1)/k(20) to get the values {0.5 , 0, 0.75,0.25}, so 2
nd

 value is the least value in this case. 

So the main documented attributed nth line will be clustered into 2
nd

 cluster. Like these 4 clusters will 

be generated. So total number of clustered data(4) will be equal to main attributed data document. 

    DCD is the proposal for calculating the drifting percentage for attributed data. 

Literature survey:  

   The increasing volume of data in modern 

business and science calls for more complex 

and sophisticated tools. Although advances in 

data mining technology have made extensive 

data collection much easier, it is still always 

evolving and there is a constant need for new 

techniques and tools that can help us transform 

this data into useful information and 

knowledge.  

Various steps in data mining involved: 

 Pre-processing 

 Clustering 

 Stemming  

 Cleaning 

 Categorization 

 Organizing 

Introduction: 

     In this work mainly we take attributed data 

for clustering and prefix  propagation. There 

are lot of clustering techniques are available 

but here we use one unique approach of 

drifting for clustering of data. Depends on the 

k value the random displacements will be 

generated. Those displancements values will 

be compared with attributed positions and gets 

the calculated values according to the above 

formula(20). 

  Once the minimum value finds and that 

position that compared document’s data(line) 

will be placed in that clustered position. Ex: 

0.3 is minimum value in the 3
rd

 position then 

the data will be appended to the 3
rd

 cluster. So 

total formed clusters data size will be exact 

size to main data. 

(Note: Due to categorical data this work is 

limited to k value as 4 other k values is future 

work.)  

A cluster represents the concept commonly 

shared by its data points. The change  in the 

trend/concept is reflected by the data points 

that deviate from the existing clusters and the 

underlying clusters should be modified 

accordingly with time. Existing works on 

clustering categorical data focus on doing 

clustering on the entire data set and do not take 

the drifting concepts into consideration. 

Comparable terms vectors:  

If k  value is 4 and if randomly generated 

positions are {26,148,261,442} so at that 

offsets from main document  
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Comparable terms vectors: 

26   --  {i1 i2 i3 i4 i5} 

148 --  {j1 j2 j3 j4 j5} 

261 --  {k1 k2 k3 k4 k5} 

442 --  {l1 l2 l3 l4 l5} 

Then above positions are compared with all 

the attributed lines in the main document. 

Then the formula applied for the generated 

comparable positions in sequence(20). 

 

Once the clusters are formed depends on the 

input terms sequence comparision on with  λ 

value as 3 the values are framed in one 

document with propagation of final document.  

 

Representing the clusters with categorical 

data: 

An information theoretic metric, named “Node 

Importance Representative” (NIR) is used to 

extract concept of the cluster. NIR represents 

clusters by calculating the importance of each 

attribute-value pair in the clusters. NIR is 

considered as a better way compared to 

“Modes” for incremental clustering. 

Drifting concept detection: 

Based on NIR, we propose the “Drifting 

Concept Detection” (DCD).In DCD, the 

incoming categorical data points at the present 

sliding window are first allocated into the 

corresponding proper cluster at the last 

clustering result.If the distribution is changed 

(exceeding some criteria), the concepts are 

said to drift. The approach presented in this 

paper not only detects the drifting concepts in 

the attributed data but also explains the 

drifting concepts by analysing the relationship 

between clustering results at various times. 

The  main goal of the DCD algorithm is to 

detect the difference of cluster distributions 

between the current data subset      and the last 

clustering result             and to decide whether 

the re clustering is required or not in 

 

 
The problem of clustering the attributed 

time-evolving data is formulated as follows: 

 
 

Algorithm: 

Drift: 

Input  Ad(document with Attributes) 

Output  K Clusters 

Initialization : 

 n  Total no of data lines in Ad 

 k  no of clusters 

         Random  

 Cd Clusters number vector 

     Comparable elements  

    Values  

 For j in 1 to m 

 CE =Ad {Element AT RN (J)} 

 End for 

 For l in 1 to n 

 Temp = Ad {l}; 

 For m in 1 to k 

 V = compare (temp, CE {m}) 

 End for 

 Value =min (v); 

 P=position (, value); 

 Cd {p} temp 

 End for 

Propogation: 

 Input k- clusters 

 Base terms t1 t2 t3 

 Final cluster output CD0 

For each di in k-1clulstersed documents 

 l=0 

Loop start 

F1<- di(n){1} 

F2<-di(n){2} 

F3<-di(n){3} 

n=n+1 

if(f1==t1)|if(f2==t2)|if(f3==t3) 

CDo <- di(n) 

I=i+1 

end if 

end loop 

end for 
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Experimental results: 

Data sets used: 

 
(data set1) 

 

 
(data set2) 

 

 
(Result) 

 

 
K = 7 

 

 

 
K = 6 

 

 

 

 

 

 

 
K = 5 

 

 

 

Conclusion: A framework to perform 

clustering on attributed data and time-evolving 

data. Finds the drifting concepts at different 

sliding window by DCD. Represents the 

relationship between clustering results 

pictorially. DCD can provide fine grained 

clustering results with correctly detected 

drifting concept result. 
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