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Abstract: Energy consumption is a growing concern for data centers operators. It is becoming one of the main entries on a 

data center operational expenses (OPEX) bill. This paper presents a data center scheduling methodology that combines energy 

efficiency and network awareness. The methodology is termed DENS, which is an acronym for data center energy-efficient 

network-aware scheduling. The DENS methodology aims to achieve the balance between individual job performances, job 

QoS requirements, traffic demands, and energy consumed by the data center. Data intensive jobs require low computational 

load, but produce heavy data streams directed out of the data center as well as to the neighboring nodes. Such data intensive 

jobs are typically 
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I.  Introduction 
 

The first data center energy saving solutions operated on 

a distributed basis and focused on making the data center 

hardware energy efficient. There are two popular techniques 

for power savings in computing systems.  

 

Data centers are becoming increasingly popular for the 

provisioning of computing resources. The cost and 

operational expenses of data centers have skyrocketed with 

the increase in computing capacity. 

 

Energy consumption is a growing concern for data 

centers operators [6]. It is becoming one of the main entries 

on a data center operational expenses (OPEX) bill. The 

Gartner Group estimates energy consumptions to account for 

up to 10% of the current OPEX, and this estimate is 

projected to rise to 50% in the next few years. 

 

The slice of roughly 40% is related to the energy 

consumed by information technology (IT) equipment, which 

includes energy consumed by the computing servers as well 

as data center network hardware used for interconnection. In 

fact, about one-third of the total IT energy is consumed by 

communication links, switching, and aggregation elements, 

while the remaining two-thirds are allocated to computing 

servers [7]. Other systems contributing to the data center 

energy consumption are cooling and power distribution 

systems that account for 45% and 15% of total energy 

consumption, respectively. 

 

The Dynamic Voltage and Frequency Scaling (DVFS) 

technology, adjusts hardware power consumption according 

to the applied computing load and the Dynamic Power 

Management (DPM), achieves most of energy savings by 

powering down devices at runtime. To make DPM scheme 

efficient, a scheduler must consolidate data center jobs on a 

minimum set of computing resources to maximize the 

amount of unloaded servers that can be powered down (or 

put to sleep). Because the average data center workload often 

stays around 30%, the portion of unloaded servers can be as 

high as 70%. 

Most of the existing approaches for job scheduling in 

data centers focus exclusively on the job distribution 

between computing servers [1] targeting energy-efficient  or 

thermal-aware scheduling. To the best of our knowledge, 

only a few approaches have considered data center network 

and traffic characteristics for developing energy-efficient 

data center schedulers. 
 

Ref. [2] identifies the problem associated with existing 

multi-path routing protocols in typical fat tree network 

topologies. Two large traffic flows may be assigned to share 

the same path if their hash values collide leaving other paths 

under-loaded. The problem is solved with the introduction of 

a complex central scheduler that performs flow 

differentiation and analysis of flow traffic demands across 

the data center network. Traffic-aware virtual machine 

placement is proposed in [3]. Relying on the knowledge 

about network topology, virtual machines are placed to 

optimize traffic flows inside a data center network. The 

approach presented in [4], also allows job migration control 

during runtime with a specifically designed network-aware 

scheduler. The migration scheduler is aware of the migration 

delays and bandwidth resources required. As we may see, 

most of the existing solutions leave the networking aspect 

unaccounted for in an energy-efficient optimization setting. 

 

This paper presents a data center scheduling 

methodology that combines energy efficiency and network 

awareness. The methodology is termed DENS, which is an 

acronym for data center energy-efficient network-aware 
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scheduling[5]. The DENS methodology aims to achieve the 

balance between individual job performances, job QoS 

requirements, traffic demands, and energy consumed by the 

data center. Data intensive jobs require low computational 

load, but produce heavy data streams directed out of the data 

center as well as to the neighboring nodes. Such data 

intensive jobs are typically 

II. SYSTEM MODULES 

Cloud Computing infrastructure is housed in Data 

Centers  

US Data Centers consume 1.7%~2.2% of the total electricity 

consumed in the country  (61 billion kWh in 2006, doubled 

in 2007)Worldwide data centers consume 1.1%~1.5% of all 

electricity consumed in the world Proper Power Management 

in the data centers can lead to significant energy savings  

 Virtualization of computing resources 

 Sleep scheduling 

 Shared Servers and Storage Units 

 Energy savings possible if users migrate IT services 

towards remote resources  

 Increase in the network traffic and the associated 

network energy  

 

An easy way to comply with the journal paper formatting 

requirements is to use this document as a template and 

simply type your text into it. 

A. Multiple Cloud Services 

In this module we develop a model to optimize cloud 

content delivery services by replicating content into multiple 

clouds. 

 

 

 

 

 

 

 

 

 

Microsoft cloud platforms provide the necessary 

features and APIs to enable developers to create services and 

applications that expose Simple Management Interfaces as 

outlined by the TM Forum SES Management Solution.  

 On-Premise Cloud - Microsoft Windows Server 

with Hyper-V together with System Center enable 

the creation and deployment of manageable mission 

critical business and consumer applications.  

 Off-Premise Cloud – Microsoft Windows Azure 

also provides the necessary APIs that can be used to 

create and expose Simple Management Interfaces 

for any service hosted on Windows Azure. In 

addition, there is a Monitoring Pack for Windows 

Azure Applications and a Monitoring Pack for SQL 

Azure for System Center to help manage cloud and 

hybrid cloud hosted business applications and 

consumer services end-to-end.  

B. Job Management in data center 

(a) Power Aware (PA) computing/communication: 

The objective of PA computing/communications is 

to improve power management and consumption using the 

awareness of power consumption of devices. Power 

consumption is one of the most important considerations in 

mobile devices due to the limitation of the battery life. 

 

(b) System level power management: 

Recent devices (CPU, disk, communication links, 

etc.) support multiple power modes. Resource Management 

and Scheduling Systems can use these multiple power modes 

to reduce the power consumption. 

TABLE 1 

DYNAMIC VM CONSOLIDATION SIGNIFICANTLY REDUCES 

ENERGY CONSUMPTION COMPARED TO NON-POWER AWARE 

ALLOCATION AND STATIC ALLOCATION POLICIES, LIKE DVFS, 

NPA (NON-POWER AWARE) 

 

 

C.  Storage Optimization 

In this module we extend the content delivery 

model to optimize Storage as a Service (StaaS) applications 

through migrating content according to its access frequency 

to yield network power savings compared to serving content 

from a single central location 

Dynamic VM consolidation algorithms significantly 

outperform static allocation policies. Heuristic-based 

dynamic VM consolidation algorithms substantially 

outperform the optimal online deterministic algorithm (THR-

1.0) due to a vastly reduced level of SLA violations. The 

MMT policy produces better results compared to the MC and 

RS policies, meaning that the minimization of the VM 

migration time is more important than the minimization of 

the correlation between VMs allocated to a host. Dynamic 

VM consolidation algorithms based on local regression 

outperform the threshold-based and adaptive-threshold based 

algorithms due to better predictions of host overload, and 

therefore decreased SLA violations and the number of VM 

migrations. 
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Figure 1 Architecture Diagram 

D. Virtualization 

A logical storage pool which is independent of the 

physical location of the disks unused storage segments can 

be consolidated in logical storage units increasing the storage 

efficiency. Servers are connected to the physical resources 

through SAN switches; hence a global storage pool is 

available to each server. Whenever a storage block is 

required to be allocated, a logical unit number is assigned to 

the allocated virtual space 

 

 

 

Figure 2 Virtualization 

 

III. CONCLUSIONS 

This paper underlines the role of communication 

fabric in data center energy consumption and presents a 

methodology, termed DENS, that combines energy-

efficient scheduling with network awareness. The DENS 

methodology balances the energy consumption of a data 

center, individual job performance, and traffic demands. 

The proposed approach optimizes the tradeoff between 

job consolidation (to minimize the amount of computing 

servers) and distribution of traffic patterns (to avoid 

hotspots in the data center network).DENS methodology 

is particularly relevant in data centers running data-

intensive jobs which require low computational load, but 

produce heavy data streams directed to the end-users. 

 

 

 

IV. FUTURE SCOPE 

 
This system provides the role of communication fabric in 

data center energy consumption and DENS that combines 

energy efficient scheduling with network awareness of 

data center this system effectively perform individual job 

performance and traffic demands DENS methodology is 

particularly relevant in data centers running data-

intensive jobs which require low computational load, but 

produce heavy data streams directed to the end-users and 

also enhancing system the future work for used other 

different type of data center methodology 
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