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Abstract  

The system provides a comprehensive suite 

of facilities for applying data mining 

techniques to large data sets. This paper 

discusses a process model for analyzing 

data, and describes the support that system 

provides for this model. The domain model 

‗learned‘ by the data mining algorithm can 

then is readily incorporated into a software 

application. This system based analysis and 

application construction process is 

illustrated through a case study in the 

agricultural domain—mushroom grading.  
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INTRODUCTION 

Data mining is the process of discovering 

previously unknown and potentially 

interesting patterns in large datasets 

(Piatetsky-Shapiro and Frawley, 1991). The 

‗mined‘ information is typically represented 

as a model of the semantic structure of the 

dataset, where the model may be used on 

new data for prediction or classification. 

Alternatively, human domain experts may 

choose to manually examine the model, in 

search of portions that explain previously 

misunderstood or unknown characteristics of 

the domain under study. In our work, we 

concentrate on machine learning techniques 

for inducing domain models or analyzing 

datasets (described further in Section 3). 

Machine learning algorithms provide models 

with a classification/prediction accuracy 

comparable to, for example, artificial neural 

networks, but which are more intelligible to 

humans than a neural model. The WEKA1 

research team has two objectives: to mine 

information from existing agricultural 

datasets produced by New Zealand scientists 

and research organizations; and to perform 

basic research in data mining by developing 

new machine learning algorithms. To 

support these goals, we have developed a 

data mining workbench, the WEKA system, 

that incorporates the following tools: a set of 

data pre-processing routines, supporting the 

manipulation of raw data and its 

transformation into an appropriate form for 
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data mining; feature selection tools, useful 

for identifying irrelevant attributes to 

exclude from the dataset; classifiers and 

other data mining algorithms, capable of 

handling categorical and numeric learning 

tasks; metaclassifiers for enhancing the 

performance of classification data mining 

algorithms (for example, boosting and 

bagging routines); experimental support for 

verifying the comparative robustness of 

multiple induction models (for example, 

routines measuring classification accuracy, 

entropy, root-squared mean error, cost-

sensitive classification, etc.); and 

benchmarking tools, for comparing the 

relative performance of different learning 

algorithms over several datasets. 

DATA MINING PROCESS MODEL 

In the course of this project we have 

analyzed over 50 real-world data sets, 

primarily agricultural data sets provided by 

research institutes and businesses in New 

Zealand. From this experience we have 

developed a process model for applying data 

mining techniques to data, with the goal of 

incorporating the induced domain 

information into a software module (Figure 

1). The key points of this model are (Garner 

et al, 1995): • a two-way interaction between 

the provider of the data and the data mining 

expert. Both work together to transform the 

raw data into the final data set(s) input to the 

machine learning algorithms — with the 

domain expert providing information about 

data semantics and ‗legal‘ transformations 

that can be applied to the data, and the data 

mining expert guiding the process so as to 

improve the intelligibility and accuracy of 

the results. 

• an iterative approach. Machine learning is 

an exploratory process; it generally takes 

several cycles through the process model to 

find a good ―fit‖ between a representation of 

the data and a data mining algorithm. In 

addition, distinct attribute combinations run 

through different schemes can produce 

wildly different data models, even though 

the predictive accuracy of the results may be 

equivalent. These alternative views may 

provide valuable insights into patterns 

covering different subsets of the data. In the 

model presented in Figure 1, activity flows 

in a clockwise direction. In the 

preprocessing stage, the raw data is firstly 

represented as a single table, as required by 

the data mining algorithms included in 

WEKA. This table is translated into the 

ARFF format, an attribute/value table 

representation that includes header 

information on the attributes‘ data types. 

The data may also require considerable 

‗cleansing‘, to remove outliers, handle 
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missing values, detect erroneous values, and 

so forth. At this point the data provider 

(domain expert) and the data mining expert 

collaborate to transform the cleansed data 

into a form that will produce a readable, 

accurate data model when processed by a 

data mining algorithm. These two analysts 

may, for example, hypothesize that one or 

more attributes are irrelevant, and set aside 

these extraneous columns. Attributes may be 

manipulated mathematically, for example to 

convert all columns containing temperature 

measurements to a common scale, to 

normalize values in a given column, or to 

combine two or more columns into a single 

derived attribute. 

 

Figure 1. Process model for a machine 

learning application (data flow diagram) 

One or more versions of the cleansed data 

are then processed by the data mining 

schemes. The domain expert determines 

which portions of the output are sufficiently 

novel or interesting to warrant further 

exploration, and which portions represent 

common knowledge for that field. The data 

mining expert interprets the algorithms‘ 

output and gives advice on further 

experiments that could be run with this data. 

MACHINE LEARNING TECHNIQUES 

The current version of WEKA contains 

implementations of twelve learning 

schemes: ten classifiers, a clustering 

algorithm, and an association rule learner. 

The software architecture is flexible enough 

to permit other learning schemes, and other 

types of learning schemes, to also be slotted 

into WEKA. In this section, we describe the 

types of learning that WEKA currently 

supports. 

Classifiers 

The output from this type of learning 

scheme is, literally, a classifier—usually in 

the form of a decision tree or set of rules that 

can be used to predict the classification of a 

new data instance. One attribute in the input 

table is designated as the category or class 

for prediction; the rest of the attributes may 

appear in the ―if‖ portions of the rules (or 

the nonleaf nodes of the decision tree). 
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Meta-Classifiers 

Recent developments in computational 

learning theory have led to methods that 

enhance the performance or extend the 

capabilities of these basic learning schemes. 

We call these performance enhancers ―meta-

learning schemes‖ or ―meta-classifiers‖ 

because they operate on the output of other 

learners. Instead of using a single classifier 

to make predictions, why not arrange a 

committee of classifiers to vote on the 

classification an instance? This is the basic 

idea behind combining multiple models to 

form an ensemble or meta classifier. 

Two of the most prominent methods for 

constructing ensemble classifiers are 

boosting and bagging (Breiman, 1992). 

More often than not, these classifiers can 

increase predictive performance over a 

single classifier. However, the price for this 

increase in performance is that it is generally 

not possible to understand what is behind 

the improved decision making. 

Clustering 

Clustering methods do not generate 

predictive rules for a particular class, but 

rather try to find the natural groupings (or 

―clusters‖) in the dataset. This technique is 

most often used in an exploratory fashion, to 

generate hypotheses about the relationships 

between data instances. Clustering is often 

followed by a second learning stage, in 

which a classifier is used to induce a rule set 

or decision tree that allocates each instance 

in the dataset to the cluster assigned to it by 

the clustering algorithm. These classifier-

generated ‗cluster descriptions‘ can then be 

examined to gain a semantic understanding 

of the clusters. WEKA includes an 

implementation of the EM clustering 

algorithm. This algorithm makes the 

assumption, common to other clustering 

algorithms, that the attributes in the dataset 

represent independent random variables. 

Some clustering algorithms force each 

record to belong to exactly one cluster; EM 

permits an instance to belong to more than 

one cluster, a useful extension that, in 

practice, can support more flexible and more 

‗fuzzy‘ descriptions of the implicit structure 

of the dataset. 

WEKA TOOLS 

In addition to the learning algorithms 

discussed above, WEKA also provides tools 

for preprocessing data and for comparing the 

performance of different learning 

algorithms. 

Dataset pre-processing 

WEKA‘s pre-processing capability is 

encapsulated in an extensive set of routines, 

called filters that enable data to be processed 

at the instance and attribute value levels. 
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These filters have a standard command-line 

interface with a set of common command-

line options. 

Many of the filter algorithms provide 

facilities for general manipulation of 

attributes—for example, to insert and delete 

attributes from the dataset. When 

experimenting with learning schemes in the 

development of a data mining application 

(Section 2), one of the most common 

activities involves building models with 

different subsets of the complete attribute 

set. WEKA provides three feature selection 

systems to aid in choosing attributes for 

inclusion in an experiment: a locally 

produced correlation based technique (Hall 

and Smith, 1998); the wrapper method (John 

and Kohavi, 1997); and Relief (Kira and 

Rendell, 1992). 

CONCLUSION 

As illustrated by the case study presented in 

Section 5, information ‗mined‘ from data 

can provide insights into the domain being 

studied that run counter to the received 

wisdom of a field. Locating these surprising 

or unusual portions of the model can be the 

focus for a data mining analysis, so that the 

results can be applied back in the domain 

from which the data was drawn. In this case, 

the results indicate that the subjective 

attributes for mushroom grading may not be 

useful in practice, and so perhaps they need 

not be measured or recorded. Criteria based 

on the attributes found in the J4.8 models 

may prove useful in developing more 

objective standards for quality classification 

and market pricing for mushrooms. 

In other data mining applications, the goal 

might be to use a model predictively, to 

provide automated classification of new 

instances. In these applications, the learning 

component will likely be a small part of a 

much larger software system. Since WEKA 

learning schemes are accessible from other 

programs, a learning module can be slotted 

into a larger system with a minimum of 

additional programming. 
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