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Abstract—Forecasting time series data of different fields 

like finance, production, industries, etc. is an important 

problem that is receiving great attention of the researchers. 
Prediction of stock market opening, closing, high, low, etc. 

are an issue of interest to financial markets. Rice 

production in country is of great concern. Milk production 

is also one of the fields which are of concern as it is the 

basic necessity for a common man.  Many prediction 

techniques have been used in stock forecasting, Rice 

prediction, milk prediction. Neural networks are one of the 

most suitable techniques for forecasting the future value 

considering the past data. 

  This paper aims at collecting the past 

voluminous data belonging to different fields to forecast 

the future values of the same using Feed Forward 

Artificial Neural Network along with data mining concepts. 

We have calculated the Root Mean Square Error between 

the actual data and the predicted data. We have used 

Resilient algorithm in this research work. In this research 

work we have implemented different ANN architecture 

using Encog Framework supported by Visual Studio to 

forecast voluminous data of different fields such as stock 

market, crop production, etc .  

 

Keywords - Prediction, Data Mining, FFANN, Forecasting, 

Stock Market. 

 

I. INTRODUCTION 

 A stock market is the aggregation of buyers and 

sellers of shares; these are securities listed on a stock 

exchange as well as those only traded privately [1]. 

A stock exchange is a place to trade shares. 

Companies may want to get their stock listed on a 

stock exchange. Stock exchange is an organized, 

managed and regulated financial market where 

securities are bought and sold at prices governed by 

the forces of demand and supply [2]. The stock 

market is one of the most important sources for 

companies to raise money and reputation of the 

securities the offer in the market. This allows 

businesses to be publicly traded, or raise additional 

financial capital for expansion by selling shares of 

ownership of the company in a public market [1]. 

Rice is one of the main food grains among the 

crops produced in India. India is the second largest 

producer of rice in the world. Due to the increase in 

population there is an increase in the demand of rice. 

India is an agricultural country and there is a great 

uncertainty about the output of the crop in the year. So 

forecasting the rice production is important for 

efficient planning of rice production in the country 

[3][4].  

India is predominantly an agrarian society where 

animal husbandry forms the backbone of national 

economy. Dairying provides millions of small 

marginal farmers and landless labors means for their 

subsistence. On global basis India is able to produce 

milk at very competitive prices by virtue of utilizing 

crop residues for rearing the animals. 

 In this paper different voluminous data like of 

stock market, rice production and milk production are 

collected in order to forecast the future values for the 

same using different ANN architectures and also to 

suggest the most efficient architecture among the 

implemented one. 

 

II. RELATED WORK 

Niall O’Connor, Michael G. Madden et al. [5] in 

their paper evaluated the effectiveness of using the 

external indicators, like commodity prices and 

currency exchange rates, in predicting the Dow Jones 

Industrial Average index. They also evaluated the 

performance of each technique using different 

domain-specific metrics. 

Wei Shen , Xiaopen Guo , Chao Wu, Desheng Wu 

et al. [6] in their work  have selected a radial basis 

function neural network (RBFNN) to train data and 

forecast the stock indices of the Shanghai Stock 

Exchange.  

Manna Majumder, MD Anwar Hussian et al. [7] in 

their research work presented a computational 

approach for predicting the S&P CNX Nifty 50 Index. 

A neural network based model was used in predicting 

the direction of the movement of the closing value of 

the index. The model presented also confirmed that it 
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could be used to predict price index value of the stock 

market. After studying the various features of the 

network model, they proposed an optimal model for 

the purpose of forecasting. The proposed model has 

used the preprocessed data set of closing value of S&P 

CNX Nifty 50 Index.  

Milad Jasemi, Ali M. Kimiagari, A. Memariani et al. 

[8] in their paper have presented a new model to do 

stock market timing which used supervised feed 

forward neural network and the technical analysis of 

Japanese Candlestick.  

Seyed Taghi Akhavan Niaki and Saeid Hoseinzade 

et al. [9] in their paper forecasted the daily direction of 

Standard & Poor's 500 (S&P 500) index using an 

artificial neural network (ANN).  

Ratnadip Adhikari and R.K. Agrawal et al. [10] in 

their paper explored the outstanding ability of ANNs 

in recognizing & forecasting strong seasonal patterns 

without removing them from raw the data. 

N. N. Jambhulkar et al. [3] in his research paper has 

described an Auto Regressive Integrated Moving 

Average (ARIMA) methodology and forecasted the 

rice production in the past study. In the present study, 

ARIMA stochastic modeling is used for describing 

rice production in Punjab. The yearly rice production 

data of Punjab from 1960-61 to 1999-2000 has been 

taken for model building and the data from 2000-01 to 

2009-10 has been used for validation of the model. 

The best model has been selected based on the 

minimum Akaike Information Criterion (AIC) and 

Bayesian Information Criterion (BIC) values. It has 

been found that ARIMA (1, 1, 2) model described the 

rice production data in Punjab. 

Dr. Sachin Kumar and Narendra Kumar et al. [4] in 

their paper have provided some modified techniques 

for time series forecasting for forecasting the yield of 

any crop year. They have used historical data of rice 

production for forecasting and validation. There were 

some limitations of the proposed techniques as 

Statistical methods show promising results when data 

is following some pattern. But due to some sudden 

hikes and falls in data the result is varying beyond 

threshold. 

Satya Pal Ramasubramanian V. and S.C. Mehta et 

al. [11] in their paper made an attempt to forecast Milk 

production using Double Exponential Smoothing and 

ARIMA model. On validation of the forecasts from 

these two models, ARIMA performed better than the 

first one.  

 

III. DATA MINING 

Data mining is the process of handling information 

from databases, data warehouses, data marts, web, etc. 

which is hidden and cannot be seen directly. Data 

mining is used for a various purposes in private 

sectors. Data analysis techniques which have been 

traditionally used for such tasks include regression 

analysis, cluster analysis, numerical taxonomy, 

multidimensional analysis, other multivariate 

statistical methods, stochastic models, time series 

analysis and nonlinear estimation techniques [12].  

Data mining is a process used by companies to 

turn raw data into useful and meaningful information. 
Data mining depends on effective data collection and 

warehousing as well as computer processing [13]. 

The main purpose of data mining is to develop 

decision making models for estimating the behaviors 

of the future values based on the analysis of the past 

activities [14].  

 
Fig 1: Data Mining Process [15] 

The Knowledge Discovery in Databases process 

comprises of a few steps leading from raw data 

collections to some form of new knowledge. The 

iterative process consists of the following steps: 

 Data cleaning: it also known as data 

cleansing. It is a phase in which missing data 

and noisy data are removed from the 

collection. 

 Data integration: multiple data sources, like 

databases, data marts etc., may be combined 

in a common source. 

 Data selection: the data is analyzed for its 

relevance and relevant data is retrieved from 

the data collection. 

 Data transformation: also known as data 

consolidation, in this phase the selected data 

is transformed into normalized form which is 

appropriate for data mining.  

 Data mining: it is the most important step in 

which different techniques are applied to 

extract patterns that are useful. 

 Pattern evaluation: interesting patterns 

which are useful in representing knowledge 

are identified based on given measures. 

 Knowledge representation: in this phase the 

discovered knowledge is visually represented 

to the user. It uses visualization techniques to 

help end users to understand and interpret the 

data mining results. 

 

IV.  NEURAL NETWORK AND ITS USE IN 

FORECASTING 

Human brain is made up of a vast network of 

neurons, which are interconnected. The neuron is the 

basic and fundamental unit of the nervous system.  

The biological neuron is a simple processing unit 

that receives and combines signals from other neurons 

through Dendrites. 
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The figure below illustrates the structure of a 

biological neuron. 

 
Fig2:  A Biological Neuron [16] 

The figure below shows the 3D view of a biological 

neural network. 

 
Fig 3: Biological Neural Network 3D [17] 

 An artificial neuron is an information processing 

unit that is fundamental to the operation of a neural 

network. The figure below shows an artificial neuron. 

 

 
 

Fig 4: An Artificial Neuron [18] 

 

 An artificial neural network is composed of a 

number of interconnected units. Each unit has an 

input/output characteristic and an activation function. 

An ANN can be defined as a data- processing system 

which consists of a large number of simple, highly 

interconnected artificial neurons. Artificial neuron is 

also known as processing element in terms of ANN. 

These processing elements are organized into a 

sequence of layers i.e. input layer, hidden layer and 

output layer. An activation function is also required in 

ANN. The figure below shows the architecture of an 

artificial neural network. 

 

 
Fig 5: Architecture of Artificial Neural Network [19] 

 

The four important features that are associated 

with artificial neural networks are: 

 They learn by example, 

 They constitute a distributed, associative 

memory, 

 They are fault-tolerant, and 

 They are capable of pattern recognition [20]. 

 

Artificial neural network have powerful pattern 

classification and pattern recognition capabilities they 

are able to learn from and generalise from experiences. 

ANNs have to be trained for its proper functioning i.e. 

a learning algorithm and the training set is required to 

train the artificial neural network so that it can predict 

the future value on the basis of training set. 

Learning algorithms are broadly classified as: 

 Supervised learning 

 Unsupervised learning 

 Reinforcement learning. 

Now a day, ANN is considered to be one of the best 

tools to predict and forecast the future values of any 

field. ANN is the tool which is also used for 

forecasting the future values for voluminous data as it 

gives the effective and efficient results with less error 

values in comparison to other forecasting techniques. 

So in our study we too have used the ANN to predict 

the future values for voluminous data of S&P500, 

NASDAQ, DOW JONES, Rice & Milk production.   

V. TIME SERIES 

A time series is a sequence of data points, measured 

typically at successive points in time spaced at 

uniform time intervals. In other words, a time series is 

simply a sequence of numbers collected at regular 

intervals over a period of time, i.e. daily, weekly, 

monthly or annually . Time series are used in statistics, 

signal processing, pattern recognition, econometrics, 

mathematical finance, weather forecasting, earthquake 

prediction, control engineering, astronomy, and 

communications engineering.  
Most of the generic time series definitions follow 

[21] Time series, series for short, is a sequence of 

numerical values indexed by increasing time units, e.g. 

a price of a commodity, such as oranges in a particular 

shop, indexed by the time when the price is checked. 

In the sequel, series’ st return values refer to rt = 

log(st+T ) − log(st), the return period T assumed 1, if 

not specified. Remarks about series distribution refer 

to the distribution of the returns series rt. A predictor 

forecasts a future values 0 t+T , having access only to 

past values si, i _ t, of this and usually other series. For 

the prediction to be of any value it has to be better 

than random. 

Time series forecasting is the use of a model to 

predict future values based on previously observed 

values. Time series data are of two kinds: 

 Continuous time series data 

 Discrete time series data. 
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VI. RESEARCH METHODOLOGY 

Artificial Neural Network is used to solve complex 

and large problems that people are facing in day to 

day life. Now-a-days Artificial Neural Networks are 

used as a tool to extract relevant information from the 

Data Warehouses which contain a large amount of 

data. 

Algorithm: 

I. Select the input variables as performance of 

Neural Network depends upon the selected 

input variables 

II. Collect the data for n years 

III. Pre-process the collected n years data for 

noisy data or for missing value data 

IV. Design the ANN- decide the number of 

layers in ANN, number of neurons in the 

particular layer- We have taken different no. 

of input units, hidden layers, hidden units and 

output units each time. 

V.  Select the appropriate training algorithm for 

training the ANN- We have taken the 

Resilient algorithm to train the network. The 

historical data of stock market such as 

S&P500, NASDAQ, DOW JONES and that 

of Rice & Milk production in India has been 

used for training the ANN. 

VI. Define the Transfer Function for hidden layer 

and output layer- We have used TANH 

activation function for hidden layers & 

output layer. 

VII. Calculate the performance measures of the 

proposed ANN- We are calculating the Root 

Mean Square Error. RMS Error is the error 

between the actual value & the predicted 

value. 

 

VII. PROPOSED WORK 

One of the problems with the Back Propagation 

training algorithm is the degree to which the weights 

are changed. The goal of any training algorithm is to 

minimize the error function. The Resilient Back 

Propagation training algorithms (RPROP) only 

considers the sign of the gradient and not the value 

itself. Once the magnitude is discarded, this means it 

is only important if the gradient is positive, negative 

or near zero. For each weight, if there was a sign 

change of the partial derivative of the total error 

function compared to the last iteration, the update 

value for that weight is multiplied by a factor η−, 

where η− < 1. If the last iteration produced the same 

sign, the update value is multiplied by a factor of η+, 

where η+ > 1. The update values are calculated for 

each weight in the above manner, and finally each 

weight is changed by its own update value, in the 

opposite direction of that weight's partial derivative, 

so as to minimise the total error function. η+ is 

empirically set to 1.2 and η− to 0.5.  

The Resilient Propagation training algorithm is 

usually the most efficient training algorithm provided 

by Encog framework used in this application for 

supervised feed-forward neural networks. One 

particular advantage to the RPROP algorithm is that it 

requires no setting of parameters before using it. There 

are no learning rates, momentum values or update 

constants that need to be determined. This is good 

because it can be difficult to determine the exact 

learning rate that might be optimal. Resilient back-

propagation is considered the best algorithm, 

measured in terms of convergence speed, accuracy 

and robustness with respect to training parameters. 

RPROP is one of the fastest weight update 

mechanisms. 

 

VIII. EVALUATION AND SIMULATION PARAMETERS 

We have developed a Feed forward Neural 

Network with different number of input units, hidden 

layers, number of nodes in each hidden layer and an 

output layer. Activation function –TANH for both 

hidden layer and output layer. 

The different ANN architectures implemented in 

the study have the following combinations:  

  Input layer, 1hidden layer 10 units and the 

output layer 

 Input layer, 2 hidden layers, 20 hidden units 

and the output layer 

 Input layer, 2 hidden layers, 30 hidden units 

and the output layer 

 Input layer, 2 hidden layers, 41 hidden units 

and the output layer 

These architectures are implemented using Encog 

Framework with support of Visual Studio. Different 

historical data has been used to forecast the future 

values of the same in order to help the investors in 

stock market, the economists by predicting the yield of 

the crops in the coming future or the milk production 

in the future. Data has been collected from different 

sources.  

 

IX. RESULTS FOR DIFFERENT DATA SET 

PREDICTION 

We have implemented and used different ANN 

architectures to ascertain parameters to predict precise 

data using different data sets. The historical stock 

market data has been taken from  

www.yahoofinance.com [22][23][24], Rice data has 

been collected from All India Rice Exporter 

Association www.airea.net [25] Milk production 

historical data has been collected from National Dairy 

Development Board www.nddb.org [26]. 

We have implemented different ANN architectures 

with different number of hidden layers and hidden 

units using Encog Framework and we have also 

calculated the RMS Error values for the same. 

Through this we have depicted a better ANN 

architecture to predict the voluminous data of different 

fields. 
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Table 1 Actual S&P500 and the predicted S&P500 

with different ANN architecture 

 

 
 

The graph below shows the graphical representation 

of the actual & predicted S&P500 by different ANN 

architectures. This graph depicts that the ANN 

architecture with an input layer, 2 hidden layer, 10 

hidden units and an output layer gives the most 

accurate predicted results. But until the RMS Error 

value is calculated we cannot say which architecture is 

better.  

 

 
Fig 6: Result of actual & Predicted S&P500 by 

different ANN architecture 

 

To calculate the RMS Error the following equation 

has been used 

RMS Errors 

=  n  

  

 Here is the graph which shows the comparison of 

the RMS Error values corresponding to different 

architectures of ANN and through this we can predict 

which ANN architecture is better to forecast S&P500. 

 
Fig 7: RMS Error values for different architecture 

 

By analyzing the above graph we depict that the 

RMS Error values of ANN architecture with 2 hidden 

layers and 41 hidden units are less as compared to 

other Ann architectures. So for predicting S&P500 

ANN architecture with 2 hidden layers and 41 hidden 

units is better than the other architectures. 

 

Table 2 Actual NASDAQ and the predicted 

NASDAQ with different ANN architecture 

 
 
This graph shows the graphical representation of 

the actual & predicted NASDAQ by different ANN 

architectures. This graph depicts that the ANN 

architecture with an input layer, 2 hidden layer, 41 

hidden units and an output layer gives the most 

accurate predicted results. 

 

 
Fig 8: Result of actual & Predicted NASDAQ by 

different ANN architecture 
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The RMS Error value for the above ANN 

architectures is shown in the graph below 

 

Fig 9: RMS Error values for different architecture 

 

In the above graph, the ANN architecture with 2 

hidden layers and 41 hidden units gives the minimum 

RMS Error values in comparison to others.   

 

Table 3 Actual DOW JONES and the predicted 

DOW JONES with different ANN architecture 

 
 

The graph below shows the graphical representation 

of the actual & predicted DOW JONES by different 

ANN architectures. The graph depicts that ANN with 

2 hidden layers and 41 hidden units gives the more 

accurate predicted results. 

 

 
Fig 10: Result of actual & Predicted DOW JONES 

by different ANN architecture 

 The RMS Error value for the above ANN 

architectures is shown in the graph below 

 

Fig 11: RMS Error values for different architecture 

 

In the above graph, the ANN architecture with 2 

hidden layers and 41 hidden units gives the minimum 

RMS Error values in comparison to others.   

 

Table 4 Actual Milk Production and the predicted 

Milk Production with different ANN architecture 

 
 

The graph below shows the graphical representation 

of the actual & predicted Milk Production in India by 

different ANN architectures. The graph depicts that 

ANN with 2 hidden layers and 41 hidden units gives 

the more accurate predicted results. 

  

 
Fig 12: Result of actual and predicted Milk 

Production in India 
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The RMS Error value for the above actual and 

predicted data is given below. The graph shows the 

RMS Error values for all the different architectures 

and by analyzing this graph we can conclude that 

ANN architecture with 2 hidden layers and 41 hidden 

units gives minimum error values. 

 

 
Fig 13: RMS Error values for different architecture 

 

Table 5 Actual Rice Production and the predicted 

Rice Production with different ANN 

architecture

 
 

The graph below shows the graphical representation 

of the actual & predicted Rice Production in India by 

different ANN architecture.  

 

      Fig 14 Result of actual and predicted Rice 

Production in India. 

By analyzing the graph we can say that the Ann 

architecture with 2 hidden layers and 41 hidden units 

gives the accurate results. 

The RMS Error value graph for different ANN 

architecture is shown below. The graph shows that the 

architecture with 2 hidden layers and 41 hidden units 

gives the minimum error value as compared to other 

architectures.  

 

 
Fig 15 The RMS Error value 

 

X. CONCLUSION 

Artificial Neural Network is the need of today as it 

is the best tool to predict the future value. It is used in 

every field today like medical, schools, industries, etc. 

In this paper the data is gathered from 

www.yahoofinance.com [22][23][24] and various 

other sources like www.airea.net [25] and 

www.nddb.org [26]. 

Time Series forecasting methods are based on the 

analysis of historical data. It makes the assumption 

that past historical patterns in data can be used to 

forecast future data values. We know that time series 

present for different fields can be sufficiently large, 

small or even no time series data available. We have 

used Resilient algorithm for the feed forward artificial 

neural network which affects the results and the 

efficiency of the predicted results. On the basis of our 

work we have proposed a new technique using neural 

network and data mining which gives better results 

after training the network.  

Through this analysis using different data sets we 

can conclude that when the bulk of data is present the 

Feed Forward Artificial Neural Network with 2 hidden 

layers and 41 hidden units gives the minimum RMS 

Error which is the prime parameter to judge the 

efficiency of our implemented model. Less the RMS 

Error value more is the efficiency of the model. 

This study includes the concept of data mining and 

neural network. The Root Mean Square Error value is 

calculated between the actual data and the predicted 

data. Future work can be calculating the other Error 

matrices which may be more accurate. This concept of 

the predicting the future value for stock market data 

can be used for forecasting some other data values 
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which may be useful for the organization or in public 

interest. 
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