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Abstract – Trust scores are computed for the sellers in E-

Commerce using ratings given by the users but it leads to “all 

good reputation problem”, since all the sellers are given with 

high trust scores, it is difficult for the buyers to find the best 

sellers .And moreover though if the user give a good rating they 

expresses their negative feeling only as feedback comments. So it 

is necessary to consider those comments for computing the trust 

score of a seller. The comments are analyzed and its dimension 

weights are calculated and aggregated as feedback ratings and 

provided as overall trust score of a seller. The techniques used to 

implement this model are Natural Language Processing, Opinion 

Mining and Topic Modelling .The technique like LDA and 

Maxent tagging are used for computing trust score and to find 

the overall opinion of the seller. With this model proposed the 

sellers can be ranked effectively. This paper also focuses on 

utilizing the neutral comments expressed by the user rather than 

taking only positive and negative comments. 
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     I INTRODUCTION 

Reputation-based trust models are widely used in e-commerce 

applications, where feedback ratings are aggregated to 

compute seller’s reputation trust scores [4]. The “all good 

reputation" [2][4] problem however is prevalent in current 

reputation systems where reputation scores are universally 

high for sellers and it is difficult for potential buyers to select 

trustworthy sellers .Accurate trust evaluation is crucial for the 

success of e-commerce systems. Reputation reporting systems 

have been implemented in e-commerce systems such as eBay 

and Amazon, where overall reputation scores for sellers are 

computed by aggregating feedback ratings usually expressed 

through stars. Although buyers leave positive feedback ratings, 

they express some disappointment and negativeness in free 

text feedback comments, often towards specific aspects of 

transactions. By analysing the wealth of information in 

feedback comments we can uncover buyer’s detailed 

embedded opinions towards different aspects of transactions, 

and compute comprehensive reputation profiles for sellers. A 

Comment-based trust model is proposed, where reputation 

scores are computed by mining e-commerce feedback 

comments. The overall sentiment of the review is also 

detected and the sellers are ranked according to the overall 

trust score. With trust score comprehensive trust profiles are 

computed for sellers of which they could be ranked effectively 

and accurately.  

The proposed approach combines natural language processing 

(NLP) [5] and opinion mining techniques [6] to extract aspect 

opinion expressions from feedback comments and identify 

their opinion orientations. This approach proposes an 

algorithm based on dependency relation analysis and Latent 

Dirichlet Allocation (LDA) topic modelling technique to 

cluster aspect expressions into dimensions and compute 

aggregated dimension ratings and weights.  

The reputation profiles comprise of dimension reputation 

scores and weights, which leads to effective ranking of sellers. 

The overall sentiment of the particular seller can also be found 

using the trust score computed from feedback ratings and 

feedback comments. Finally the sellers can be ranked using 

Lucene algorithm. This approach is highly useful in solving 

all good reputation problems and ranking the sellers. 

. 

II RELATED WORKS 

 

TRUST EVALUATION 

The all good reputation problem in the eBay reputation system 

has been well documented in literature [2] [3] [4] although no 

effective solutions have been reported. Notably in [3] it is 

proposed to examine feedback comments to bring seller 

reputation scores down to a reasonable scale, where comments 

that do not convey explicit positive ratings are deemed 

negative ratings on transactions but basically it is necessary to 

consider neutral comments also. on the other hand, we focus  

on extracting dimension ratings from feedback comments and 

further aggregating these dimension ratings to compute 

dimension trust scores. Trust is the subjective probability with 

which an individual assesses that another individual performs 

a given action [7]. In [13] an overview of trust models is 

provided. Individual level trust models are aimed to compute 

the reliability of peers and assist buyers in their decision 

making [14] [15] [16] whereas system level models are aimed 

to regulate the behaviour of peers, prevent fraudsters and 

ensure system security [13]. Reputation is a collective 
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measure of trustworthiness computed from referrals or ratings 

from members in a community [17]. Reputation-based trust 

models are a class of trust models that aim to use public 

reputation profiles of peers to promote good behaviours and 

ensure security and reliability of open systems [2] [4] [7], and 

have been widely used in e-commerce systems [23], peer-to-

peer networks [22], and multi-agent systems [17]. 

 

CUSTOMER FEEDBACK ANALYSIS 

The success of e-commerce applications, such as eBay and 

Amazon, depends highly on the availability of user interaction. 

Usually, reputed sellers attract a large user population to 

transact with them and leave comments afterwards. Intuitively, 

one can use a reputation score to quantify how good a seller is 

at providing good services. However, the strong positive 

rating bias in reputation system has been noted in literature [2] 

[3] [4]. There have been studies on analysing feedback 

comments in e-commerce applications to capture negativity 

information to provide reasonable reputation range score for 

sellers [3] and focus on sentiment classification of feedback 

comments. It is demonstrated that feedback comments are 

noisy and therefore analysing them is a challenging problem. 

In [3] tackled the problem of excessive positive bias of 

feedback ratings in eBay by extracting more negative 

feedback from free text comments. Comments do not 

demonstrate explicit positive ratings or missing aspect 

comments are deemed negative ratings on transactions. 

Ratings on transactions are further aggregated as the overall 

trust scores for sellers.  As a result, Most of the feedback 

ratings are assumed to be negative and the feedback ratings on 

eBay are brought to a more reasonable scale. 

With this model rather than simply classifying comments 

into positive or negative as in [3], the text comments are 

mined to extract dimensions and their associated feedback 

orientations hidden in the free text, which is free from the 

positive bias in the overall transaction ratings. Different from 

[10], which adopted a statistical generative learning model, 

this model adopts a more knowledge-based approach making 

use of the deeper lexical knowledge of dependency relation 

from the Stanford natural language parser between 

dimensional words and opinion words. Moreover this work 

aims at inferring both the dimension ratings and dimension 

weights rather than generating an aggregated summary 

obtained only from feedback ratings. This approach is 

complementary to the statistical approach and potentially can 

greatly improve the computation efficiency and effectiveness 

of statistical models. 

 

 

 

OPINION MINING  

More generally the work is related to opinion mining and 

sentiment analysis on free text documents, especially opinion 

mining in product reviews and movie reviews. In these studies, 

product or movie features and the opinions towards them are 

extracted. Summaries are produced by selecting and re-

organising sentences according to the extracted features. 

Review summarization is interested in features or aspects on 

which customers have opinions. It also determines whether 

the opinions are positive or negative. Most existing works on 

review mining and summarization mainly focus on product 

reviews. [1] Aims to summarize all the customer reviews of a 

product to help a potential customer make a decision on 

whether to buy the product. They proposed to extract nouns 

and noun phrases as candidate aspects and then apply 

association rule mining techniques to compute the aspects and 

their associated opinions. The NLProcessor linguistic parser is 

applied to parse each sentence and identify simple nouns/noun 

phrases as product aspects by yielding the part-of-speech tag 

[9] of each word. They extract opinion words as nearby 

adjective, that modifies the noun/noun phrases that is a 

frequent feature.. The close means that the word distance 

between a negative word and the opinion word should not 

exceed a threshold. For word sentiment classification, the 

basic approach is to aggregate some seed words by hand, 

sorted by polarity into two lists -positive and negative - and 

then to grow this by adding words obtained from WordNet 

[18]. This approach assumes, synonyms of positive words are 

mostly positive and antonyms mostly negative. Antonyms of 

negative words are added to the positive list, and synonyms to 

the negative one. 

III   COMPUTING REPUTATION SCORE AND 

SENTIMENTS 

The proposed paper is used to examine feedback comments to 

bring seller reputation scores down to a reasonable scale, 

where comments that do not demonstrate explicit positive 

comments will be analysed and a neutral value will be given, 

therefore the overall opinion of the seller could be evaluated 

properly . Reputation-based trust models are a class of trust 

models that aim to use public reputation profiles of peers to 

promote good behaviours and ensure security and reliability of 

open systems, and have been widely used in   e-commerce 

systems, peer-to-peer networks, and multi-agent systems. 

Rating aggregation algorithms for computing individual 

reputation scores include simple positive feedback percentage 

or average of star ratings as in the eBay and Amazon 

reputation systems, which also computes trust score variance 

and confidence level. More sophisticated reputation models 

consider factors like time, where recent feedback ratings carry 

   © 2015 IJAIR. All Rights Reserved                                                                                             135

International Journal of Advanced and Innovative Research (2278-7844) / # 135 / Volume 4 Issue 1



more weights for sentiment analysis. This model focuses on 

computing the trust score using the feedback comments given 

by users. The comments are analysed and dimension weights 

are obtained to compute the overall trust profile. The analysis 

and trust score are computed using Latent Dirichlet Approach 

and Maxent opinion mining algorithm. This project focuses on 

sentiment classification of feedback comments. It is 

demonstrated that feedback comments are noisy and therefore 

analysing them is a challenging problem and that could be 

solved by using stemming process and MaxEnt Tagger. The 

comments are clustered as positive negative and neutral 

comments using clustering algorithm a with which overall 

sentiment is computed. For example positive comment will be 

given with the polarity value +1 and negative as -1 and the 

neutral value as 0. 

This technique ensures accurate computation of trust 

scores as specified in [1][3][4]. The proposed algorithms 

computes dimension trust scores and dimension weights 

automatically via extracting aspect opinion expressions from 

feedback comments and clustering them into dimensions. 

Finally trust scores are computed by aggregating dimension 

weights obtained from feedback comments and the dimension 

ratings. The overall sentiments of a seller are also analyzed by 

using the trust score computed. Ranking was also expected to 

be made easy. 

The overall trust score T for a seller is the weighted 

aggregation of dimension trust score of a seller 

         m 

T=∑ td*wd 

       d=1 

td=trust score 

wd=dimension weight 

d=dimensions 

 

IV ARCHITECTURE FOR DETECTING SENTIMENTS    

IN E-COMMERCE REVIEWS 

 

 

 

V   DESIGN IMPLEMENTATION 

PREPROCESSING  

Data preprocessing is an important step in Data Mining. The 

data set to be analysed is taken as input .There are two process 

carried over here they are stop word removal and stemming. 

The stop word removal is a process of removing the stop 

words like a, an, the from the input text. The stemming 

process is carried out to identify the root word. As a result, 

only keywords are obtained .Porter stemmer algorithm is used 

here for stemming process where stemming process is carried 

out effectively and accurately. Finally we obtain only the 

keywords as an output of this module. The unwanted words 

are removed from the input file to be analysed and important 

keywords are obtained for further process. 

SENTENCE TAGGING 

The keywords obtained from output of pre-processing are 

tagged as Parts of speech. The adverbs and adjectives are of 

much importance as they focuses on the sentiment that the 

comment implies. A Part-Of-Speech Tagger (POS Tagger) is 

a piece of software that reads text in some language and 

assigns parts of speech to each word (and other token), such as 

noun, verb, adjective, etc. So it is necessary to tag sentences 

with POS to categorize whether the comment is positive or 

negative. MaxEnt Tagger is used to effectively tag the 

comments. The Maxent tagger is also useful in finding the 

polarity of each word in the input. The polarity value will be 

given on basis of the sentiment the word has.  

TOPIC GENERATION MODULE 

Here the topics will be generated from the pre-processed text 

so as to compute the dimension weights. Here the input text 

will be processed in such a way to find the possible topics 

present in the text. This process is highly useful in finding out 

the sentiment of the text by analysing all its dimensional 

weights. Latent Dirichlet Allocation technique is used for 

generating topics among the content in our input data set. In 

Latent Dirichlet allocation the document is viewed as a 

mixture of topics. The appropriate dimension weights are 

computed for the dimension expressions of each topic. The 

output will be list of topics and its dimension weights. 

CLUSTERING AND OVERALL SENTIMENT 

ANALYSIS  

Here the comments will be clustered as positive negative and 

neutral comments based on the dimension weight computed in 

the previous module. This is an important module responsible 

for computing the trust score. The sentiment of a particular 
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seller is obtained from the result obtained from the clustering 

analysis. The clustering is done by using K-means clustering 

algorithm. Thus overall trust score is computed and the overall 

sentiment is analyzed with the output of this module. The 

sentiment of each and every aspect dimension can also be 

computed in this module. 

TRUST SCORE COMPUTATION AND RANKING 

MODULE 

In this module the overall trust profile are computed by 

aggregating the feedback dimension weights that are obtained 

from the comments and with the ratings given by user. In such 

a way the trust score for all the sellers are computed and the 

sellers are ranked with their respective trust scores. The 

ranking process is carried through Lucene algorithm.  

VI CONCLUSION AND FUTURE WORK 

We have proposed a multi-dimensional trust evaluation model 

for computing comprehensive trust scores for sellers in e-

commerce applications. Different from existing  trust models, 

the dimension trust scores and dimension weights are 

computed automatically via extracting dimension ratings from 

feedback comments and the overall sentiments could be 

manipulated at the end easily. Moreover the polarity of a word 

is not only calculated as positive or negative there is a third 

option called neutral so the sentiments detected could be more 

accurate. The sellers are also ranked effectively by this 

technique. 

The future work could be usually in on-line feedback 

comments; casual language is commonly used to express 

user’s opinion. For example, some users type “prod" which is 

referred as “product" in comments, we relied on the type 

dependency relations, ignored and the spelling. May be in 

future work “prod" and “product" may both identify. In future 

work, we can improve mining techniques to identify terms 

more accurately. 
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