
Abstract— Clustering is an investigative data analysis 

tool which gained enormous concentration mainly in 

gene expression field. K-means is  widely used but it does 

not find the optimal cluster. The data from microarray 

experiments is usually in the form of large matrices. The 

method to process such a huge volume of data must be capable 

of detecting patterns efficiently. In this paper, Minimum 

Spanning Tree (MST) approach for gene database clustering is 

proposed to group similar patterns. MST has several 

advantageous over other methods in terms of speed, high 

accuracy and automation. In MST representation, the inter-

data relationship is greatly simplified so that no essential 

information for clustering is lost and it does not depend on 

detailed geometric shape of the clusters.  The entire approach 

of this paper is divided into five stage process such as 

Representation of gene matrix, preprocessing,  rewriting  the 

matrix into sparse matrix format, applying MST algorithm on 

the sparse matrix and calculating validity measure to enhance 

the clustering process. Experimental results of this paper also 

show that proposed approach can also be applied to medical 

images to find lesions. 
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I. INTRODUCTION 

DNA microarrays has been carried out using statistical 

analysis,  machine learning and data mining approaches to 

analyze the expression of many genes simultaneously and it 

provide the means to analyze the patterns of gene 

expression at different time points in a living cell that is  

experimented in   glass slides that have thousands of short 

DNA strands attached to their surfaces.  
 

Gene expression data show the level of activity of several 

genes under experimental conditions over time series[2]. 

Time series expression data is classified into: short and long 

time series with 80% of microarray data belonging to short 

time series [12]. A good clustering is one where  the Intra-

cluster distance(Intra)  is the sum of distances between 

objects in the same cluster are minimized and the Inter-

cluster distance(Inter) is the distances between different 

clusters are maximized[4].  

The rationale of gene clustering is that genes with high 

degree of expression similarity are functionally related, 

forms complex structures, participate in common pathways 

and is co-regulated by common upstream regulatory 

elements[3]. SOM (Self Organizing Map), Hierarchical 

clustering, Principal Component Analysis (PCA), and 

Multi-Dimensional Scaling & ESOM(Enhanced Self 

Organizing Map) are visualization methods for high 

dimensional data[5][6] .Clusters from Short Time series 

Expression Miner (STEM) and Fuzzy clustering by Local 

Approximation of Membership (FLAME) are 

consistent[10].  

 

Fuzzy C-Means[11] and Fuzzy clustering by Local 

Approximations of Memberships (FLAME) [10] in which 

each gene is assigned a cluster membership which indicates 

the degree of belonging in each cluster. But, Fuzzy 

clustering approaches are sensitive to initialization and 

possibility for coincident clusters. The performance of 

different clustering algorithms is strongly dependent on 

both data distribution and application requirements. 

 

The K-means algorithm is one of the standard tools for 

clustering  but  the major limitation  is  inability to 

determine the number of clusters and high computational 

complexity. The major drawback of basic K-means 

algorithm is that it produces different clusters for different 

set of values of the initial centroids. Several alternatives of 

k-means have been proposed but they also have drawback 

of automation.    

 

II. MINIMUM SPANNING TREE 

 

Graph based clustering algorithms are very powerful in 

clustering process and MST is a concept from graph theory 

used for representing multidimensional gene expression 

data. MST is well suited for finding arbitrary shaped 

clusters[6]  and they are  highly efficient and much flexible 

than Fuzzy C Means in detecting discriminatory patterns 

from medical images[7]. Spanning tree clustering produces 

high classification accuracy compared to other standard 

approaches [8]. Zahn’s MST-based algorithm [1] first 
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constructs a MST of the data set and then removes those 

edges whose weight is significantly larger than the average 

of nearby edge weights. But this method fails when one 

vertex is connected with more than one edge.   

 

Definition: MST is a sub graph of an weighed undirected  

graph G, such that i) it is a tree (acyclic), ii)it covers all 

vertices V and it contains |V|-1 edges  And iv) the total cost 

connected with tree edges is the minimum among all 

possible spanning trees.  

A gene expression data set from a micro array experiment 

can be represented by a real-valued expression matrix M={ 

wij| 1≤i≤n,1≤j≤m} where the rows (R={ g1,g2…gn}) form 

the expression patterns of genes, the 

columns(S={S1,….Sm}) represent the expression profiles of 

samples and each cell is wij is the measured expression level 

of gene i in sample j. We define a weighted 

(undirected)graph G(M)=(V,E) as the vertex set V={wk|wk 

 M} and the edge set E={(wk,wl)| for wl,wk  M and k  

l}. Hence G(M) is a complete graph. Each edge (u,v)  E 

has a weight which represents the distance (u,v) and 

distance between u and v  is defined as Euclidean distance.  

A. Data representation 

 

Representation of data influences the clustering process. 

The following is the one of the  common approaches to data 

normalization for each gene vector: 

 

 

 

 

 

 

 

 

 

 

 

After vector normalization , the data set G(M) is  filtered to 

remove the values  that do not show any interesting changes 

during the experiment. During this process the genes with 

small variance over time are removed by threshold and then 

sparse matrix is generated on the preprocessed image . 

 

 

 

 

 

                                            

 

 

                                   

 Fig.1.  Gene Matrix 

 

The concept of sparse matrix save a significant amount of 

memory by saving only non zero elements and speed up the 

processing of that data. A MST of a weighted graph can be 

found by a greedy method as illustrated by the following 

strategy used in the classical Prims algorithm. The 

algorithm grows MST one edge at a time by adding a 

minimal edge that connects a node in the growing MST 

with any other node. Time complexity is O(E*log(N)), 

where N and E are the number of nodes and edges 

respectively.  

 

III. ITERATIVE ALGORITHM 

 

A ny clustering algorithm that partition the MST  T into K 

subtrees,   to optimize a more general objective function(3) . 

 

 

 

 

          (3) 

 

 

so that distance between the center of each cluster and its 

data points is minimized, here the center is the average 

weight of a cluster. Here Correlation distance is used for the 

center        

  (4) 

 

 

where σi  is the standard deviation of  ciC. 

 

 

The algorithm begins with K-partitioning  and iterative 

repetition of the following steps till convergence: For every 

pair of neighboring clusters, visit all edges to locate the 

edge to cut and optimization achieved with objective 

function (1). By examining the Fig 2. (b)  we observe that 

data points of the same cluster are connected with each 

other by sort tree edges whereas long tree edges link 

clusters together. We  provide a necessary condition for a 

subset of a set to be a cluster. Let M be a dataset and  

represent the distance between two data points of M. Each 

of the four clusters in Figure 2 satisfies this necessary 

criterion. 
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Fig. 2.   (a)  MST Clustering Results   ( b)  Data points connected using 
distance measure. 
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IV. VALIDITY MEASURE 

 

The validity measure is calculated as intra/inter. The intra 

and inter distances are given in  (5) and (6) respectively. 

The clustering which gives a minimum value for the 

validity measure will tell us what the ideal value of K. 

        

                             

 (5) 

 

 

 

The intra cluster distance is the  average of distance 

between a point and its cluster center . Here N is the number 

of data items, K is the number of clusters, and Ci is the 

cluster center of cluster K. and the requirement is to 

minimize this measure. The inter-cluster distance, or the 

distance between clusters is also measured which must be as 

large as possible. This is calculated as the distance between 

cluster centers, and  the minimum of this value is defined as  

 

 inter= min(||Ci - Cj   ||
2 
)  i=1,2,…….K-1,  

j=i+1,i+2,……K                                       (6) 

 

V. EXPERIMENTAL RESULTS 

 

The experimental results on yeast gene expression profile is 

tested using MATLAB with bioinformatics toolbox. Figure 

3a provides the Yeast gene expression profiles and figure 3b provides 

Yeast Gene Expressions after MST.  Figure 4a provides the K-

means clustering of Cancer data used in [9] and figure 4b 

provides a part of  MST of cancer data profiles and figure 

4c the clustering results. Figure. 5a provides the test MRI 

image with lesions, 5b its MST and 5c its clustering results. 
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Fig. 3.   (a) Yeast gene expression profiles 
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Fig. 3.  (b) Yeast Gene Expressions after MST 
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Fig 4. (a) K-means Clustering of Cancer data[9] 
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Fig. 4.  (b) Part of  MST of Cancer data profiles [9] 
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Fig. 4.  (c) Clustering results of Cancer data[9] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSION 

 

MST is highly efficient, much flexible and is capable of 

detecting discriminatory patterns from medical images and 

produces high classification accuracy compared to other 

standard approaches. The clustering approach of this paper 

has been applied on microarray gene profiles as well as on 

the medical images to detect and group the similar patterns. 

The approach of this paper concentrates on outlier 

elimination first then clustering is obtained. To achieve 

automation in the clustering process the Iterative algorithm 

is applied on the MST and those clusters are validated by 

the measure. The overall performance of the approach has 

been improved in terms of automation, accuracy and 

efficiency compared to other methods.  Experimental results 

show the proposed approach is efficient and competitive 

with existing clustering algorithms. Future work will focus 

on how to find the requirements of biomedical applications 

and to match those requirements with clustering results. 
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Fig. 5.  (a) MRI image with lesions 
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Fig.5.  ( b) MST of MRI image 
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Fig. 5.  (c) Clustering results of  Fig.5.  (a) 
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