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Abstract— This paper says about providing flexible 

recommendations to user Service recommendations system has 

become a powerful tool. Since the rapid growth of information in 

every sectors such as the amount of services, customers, online 

information etc., big data analysis problem has been raised in 

service recommendation system. So, Scalability and inefficiency 

problem arises in traditional recommender system while 

processing large amount of data. Moreover, some of the existing 

service recommendation systems give same ratings and rankings 

to services to users, but that doesn’t satisfy users’ preferences, 

there is a failure in providing personalized requirements to users. 

So, I propose a keyword-Recognized Service Recommendation 

Method to address the above challenges. By giving the 

recommendation list, the users are effectively recommended with 

appropriate services. Keywords are being used to indicate the 

users’ preference to generate recommendation with the 

adaptation of collaborative filtering algorithm. Finally, Hadoop 

using MapReduce is implemented to improve scalability and 

efficiency in big data environment. 

 

Keywords— recommender system, preference, keyword, Big 

Data, MapReduce, Hadoop 

 

I. INTRODUCTION 

 

In recent years, the amount of data in our world has been 

increasing explosively, and analyzing large data sets—so-

called “Big Data”— becomes a key basis of competition 

underpinning new waves of productivity growth, innovation, 

and consumer surplus [1]. Then, what is “Big Data”?, Big 

Data refers to datasets whose size is beyond the ability of 

current technology, method and theory to capture, man-age, 

and process the data within a tolerable elapsed time. Today, 

Big Data management stands out as a challenge for IT 

companies. The solution to such a challenge is shifting 

increasingly from providing hardware to provisioning more 

manageable software solutions [2]. Big Data also brings new 

opportunities and critical challenges to industry and academia 

[3] [4]. Similar to most big data applications, the big data 

tendency also poses heavy impacts on service recommender 

systems. With the growing number of alternative services, 

effectively recommending services that users preferred have 

become an important research issue. Service recommender 

systems have been shown as valuable tools to help users deal 

with services overload and provide appropriate 

recommendations to them. Examples of such practical 

applications include CDs, books, web pages and various other 

products now use recommender systems [5], [6], [7]. Over the 

last decade, there has been much research done both in 

industry and academia on developing new approaches for 

service recommender systems [8], [9].  

 

II. CLOUD COMPUTING AND MAPREDUCE 

Cloud computing is a successful paradigm of service oriented 

computing and has revolutionized the way computing 

infrastructure is abstracted and used. The major goal of cloud 

computing is to share resources, such as infrastructure, 

platform, software, and business process [14]. Cloud 

computing can provide effective platforms to facilitate parallel 

computing, which has gained significant attention in recent 

years to process large volume of data.  

There are several cloud computing tools available, such as 

Hadoop (http://hadoop.apache.org/), Mahout (http:// 

mahout.apache.org/), MapReduce of Google [15], the 

Dynamo of Amazon.com [16], the Dryad of Microsoft and 

Neptune of Ask.com [17], etc. Among these tools, Hadoop is 

the most popular open source cloud computing platform 

inspired by MapReduce and Google File System papers [18], 

which supports MapReduce programming framework and 

mass data storage with good fault tolerance. MapReduce is a 

popular distributed implementation model proposed by 

Google, which is inspired by map and reduce operations in the 

Lisp programming language. Nowadays, the trend “everything 

as a service” has been creating a Big Services era due to the 

foundational architecture of services computing. And 

“servicelization” is the way of offering social networking 

services, big data analytics, and Internet services [19] [20]. 

Thus the cloud computing tools aforementioned can be used 

to improve the scalability and efficiency of service 

recommendation methods in the “Big Data” environment. 
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III. RECOMMENDER SYSTEM AND COLLABORATIVE 

FILTERING 

 

Recommender systems developed as an independent re-search 

area in the mid-1990s when recommendation problems started 

focusing on rating models [10], [11]. According to the 

definition of recommender system in [12], recommender 

system can be defined as system that produces individualized 

recommendations as output or has the effect of guiding the 

user in a personalized way to interesting or useful services in a 

large space of possible options. Current recommendation 

methods usually can be classified into three main categories: 

content-based, collaborative, and hybrid recommendation 

approaches [13]. Content-based approaches recommend 

services similar to those the user preferred in the past. 

Collaborative filtering (CF) approaches recommend services 

to the user that users with similar tastes preferred in the past. 

Hybrid approaches combine content-based and CF methods in 

several different ways. CF algorithm is a classic personalized 

recommendation algorithm, which is widely used in many 

commercial recommender systems [13]. In CF based systems, 

users receive recommendations based on people who have 

similar tastes and preferences, which can be further classified 

into item-based CF and user-based CF. In item-based systems; 

the predicted rating depends on the ratings of other similar 

items by the same user. While in user-based systems, the 

prediction of the rating of an item for a user depends upon the 

ratings of the same item rated by similar users. And in this 

work, we will take advantage of a user-based CF algorithm to 

deal with our problem.  

 

IV. KEYWORD RECOGNIZED SERVICE RECOMMENDATION 

METHOD 

In this paper, we propose a keyword-aware service 

recommendation method, named KASR. In this method, 

keywords are used to indicate both of users' preferences and 

the quality of candidate services. A user-based CF algorithm 

is adopted to generate appropriate recommendations. KASR 

aims at calculating a personalized rating of each candidate 

service for a user, and then presenting a personalized service 

recommendation list and recommending the most appropriate 

services to him/her. Moreover, to improve the scalability and 

efficiency of our recommendation method in “Big Data” 

environment, we implement it in a MapReduce framework on 

Hadoop by splitting the proposed algorithm into multiple 

MapReduce phases. Table 1 summarizes the basic symbols 

and notations used in this paper. 

 

 
 

V. KEYWORD CANDIDATE LIST AND DOMAIN THESAURUS 

 

In our method, two data structures, “keyword-candidate list” 

and “specialized domain thesaurus”, are introduced to help 

obtain users' preferences. 

 

Keyword Candidate List: The keyword-candidate list is a set 

of keywords about users’ preferences and multi-criteria of the 

candidate services, which can be denoted as K= {k1, k2, k3…, 

kn}, n is the number of the key-words in the keyword-

candidate list. An example of a simple keyword-candidate list 

of the hotel reservation system is described in Table 2. 

Keywords in the keyword-candidate list can be a word or 

multiple words related with the quality criteria of candidate 

services.  

In this paper, the preferences of previous users will be 

extracted from their reviews for candidate services and 

formalized into a keyword set. Usually, since some of words 

in reviews cannot exactly match the corresponding keywords 

in the keyword-candidate list which characterize the same 

aspects as the words. The corresponding key-words should be 

extracted as well. In this paper, we assume that specialized 

domain thesauruses are built to sup-port the keyword 

extraction, and different domain thesauruses are built for 

different service domains. 
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Domain Thesaurus: A domain thesaurus is a reference work 

of the keyword-candidate list that lists words grouped together 

according to the similarity of key-word meaning, including 

related and contrasting words and antonyms [21] [22]. An 

example of a simple domain thesaurus of hotel reservation 

system is shown in Fig. 2. As shown in Fig. 2, the words in 

the red rectangle are the key-words in the corresponding 

keyword-candidate list, and the words in the ovals are the 

related words of the key-words. Often, domain thesauruses are 

updated regularly to ensure the timeliness of the words. 

 

 
 

VI. KEYWORD RECOGNIZED SERVICE RECOMMENDATION 

METHOD 

The main steps of KASR are depicted in Fig. 3, which are 

described in detail as follows. 

 

1. Capture user preferences by a keyword-aware 

approach: 

 

In this step, the preferences of active users and previous users 

are formalized into their corresponding preference keyword 

sets respectively. In this paper, an active user re-fers to a 

current user needs recommendation.  

 

Preferences of an active user. An active user can give 

his/her preferences about candidate services by selecting 

keywords from a keyword-candidate list, which reflect the 

quality criteria of the services he/she is concerned about. The 

preference keyword set of the active user can be  

 

 
 

noted as APK={ak1, ak2, ak3.., akn},   where aki is the 

keyword selected from the keyword-candidate list by the 

active user, l is the number of selected keywords.  

Besides, the active user should also select the importance 

degree of the keywords. The importance degree of the 

keywords is shown in Table 3: “1” represents the general, “3” 

represents important and “5” represents very important. 

 

 
Preferences of previous users. The preferences of a 

previous user for a candidate service are extracted from 

his/her reviews for the service according to the keyword-

candidate list and domain thesaurus. And a review of the 

previous user will be formalized into the preference key-word 

set of him/her, which can be denoted as PPK={pk1, pk2, 

pk3,… ,pkn}, where pki is the ith keyword extracted from the 

review, h is the number of extracted keywords.  

 

The keyword extraction process is described as follows: 

a) Preprocess: Firstly, HTML tags and stop words in the 

reviews snippet collection should be removed to avoid 

affecting the quality of the keyword extraction in the next 

stage. And the Porter Stemmer algorithm (keyword strip-ping) 

[23] is used to remove the commoner morphological and 

inflexional endings from words in English. Its main use is as 

part of a term normalization process that is usually done when 

setting up Information Retrieval systems [23].  

b) Keyword extraction: In this phase, each review will be 

transformed into a corresponding keyword set according to the 

keyword-candidate list and domain thesaurus. If the review 

contains a word in the domain thesaurus, then the 

corresponding keyword should be extracted into the 

preference keyword set of the user. For example, if a review 

of a previous user for a hotel has the word “spa”, which is 

corresponding to the keyword ``Fitness" in the domain 
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thesaurus, then the keyword ``Fitness" should be contained in 

the preference keyword set of the previous user. If a keyword 

appears more than once in a review, the times of repetitions 

will be recorded. In this paper, it is regarded that keywords 

appearing multiple times are more important. The times of 

repetitions will be used to calculate the weight of the key-

word in preference keyword set in the next step.  

(2) Similarity computation: The second step is to identify 

the reviews of previous users who have similar tastes to an 

active user by finding neighbourhoods of the active user based 

on the similarity of their preferences. Before similarity 

computation, the reviews unrelated to the active user's 

preferences will be filtered out by the intersection concept in 

set theory. If the intersection of the preference keyword sets of 

the active user and a previous user is an empty set, then the 

preference keyword set of the previous user will be filtered 

out. Two similarity computation methods are introduced in 

our recommendation method: an approximate similarity 

computation method and an exact similarity computation 

method. The approximate similarity computation method is 

for the case that the weights of the keywords in the preference 

keyword set are unavailable, while the exact similarity 

computation method is for the case that the weight of the 

keywords are available. 

 

a) Approximate similarity computation  
A frequently used method for comparing the similarity and 

diversity of sample sets, Jaccard coefficient, is applied in the 

approximate similarity computation. Jaccard coefficient is 

measurement of asymmetric information on binary (and non-

binary) variables, and it is useful when negative values give 

no information. The similarity between the preferences of the 

active user and a previous user based on Jaccard coefficient is 

described as follows: 

 

 
 

where APK is the preference keyword set of the active user, 

PPK is the preference keyword set of a previous user. And the 

weight of the keywords is not considered in this approach. 

b) Exact similarity computation  

A cosine-based approach is applied in the exact similarity 

computation, which is similar to the Vector Space Model 

(VSM) in information retrieval [24] [25]. 

In this cosine-based approach, The preference keyword sets of 

the active user and previous users will be transformed into n-

dimensional weight vectors respectively, namely preference 

weight vector, which can be denoted as wp=[w1, w2, w3,… 

wn], n is the number of keywords in the keyword-candidate 

list, wi is the weight of the keyword ki in the keyword-

candidate list. If the keyword ki is not contained in the 

preference keyword set, then the weight of ki in the preference 

weight vector is 0, i.e., wi=0. The preference weight vectors of 

the active user and a previous user are noted as Wap and Wpp 

respectively.  

In this paper, we use the Analytic Hierarchy Process (AHP) 

model to decide the weight of the keywords in the preference 

keyword set of the active user. AHP method is provided by 

Saaty in 1970s to choose the best satisfied business role for its 

hierarchy nature [26]. The weight computing based on the 

AHP model is decide as follows: Firstly, we construct the 

pair-wise comparison matrix in terms of the relative 

importance between each two key-words. The pair-wise 

comparison matrix Am = (aij) m must satisfy the following 

properties, aij represents the relative importance of two 

keywords:  

 

 
After checking the consistence of the matrix, then we 

calculate the weight by the following function: 

 

 
where aij is the relative importance between two keywords, m 

is the number of the keywords in the preference keyword set 

of the active user. The weight vector of the preference 

keyword set of a previous user can be decided by the term 

frequency/inverse document frequency (TF-IDF) measure [27], 

which is one of the best-known measures for specifying the 

weight of key-words in Information Retrieval. In the TF-IDF 

approach, to calculate the preference weight vector of a 

previous user u', “all reviews” by user u' should be collected. 

Here, “all reviews” contain the re-views by user u' for the 

candidate services and similar services not in the candidate 

services. The reviews should also be transformed into 

keyword sets respectively according to the keyword-candidate 

list and the domain thesaurus. TF, the term frequency of the 

keyword pki in the preference keyword set of user u' is 

defined as 

 
 

Where Npki is the number of occurrences of the keyword pki in 

all the keyword sets of the reviews commented by the same 

user u', g is the number of the keywords in the preference 

keyword set of the user u'. The inverse document frequency 

(IDF) is obtained by dividing the number of all reviews by the 

number of reviews containing the keyword pki. 
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where |R'| is the total number of the reviews commented by 

user u’, and |r':pki∈ r'| is the number of reviews where 

keyword pki appears. So the TF-IDF weight of the keyword 

pki in the preference keyword set of user u' can be decided by 

the following function: 

 

 
 

 

Then the similarity based on the cosine-based approach is 

defined as follows: 

 

 
 

Where WAP and WPP are respectively the preference weight 

vectors of the active user and a previous user. WAP, I is the i-th 

dimension of WAP and represents the weight of the key-word 

ki in preference keyword set APK, Wpp,I is the i-th dimension 

of Wpp and represents the weight of the key-word ki in 

preference keyword set PPK. 

 

(3) Calculate personalized ratings and generate 

recommendations:  

 

Based on the similarity of the active user and previous users, 

further filtering will be conducted. The thresholds given in 

two similarity computation methods are different, which are 

both empirical values. Once the set of most similar users are 

found, the personalized ratings of each candidate service for 

the active user can be calculated. Finally, a personalized 

service recommendation list will be presented to the user and 

the service(s) with the highest rating(s) will be recommended 

to him/her. Here, we use a weighted average approach to 

calculate the personalized rating pr of a service for the active 

user. 

 

 
Where sim(APK,PPKj) is the similarity of the preference 

keyword set of the active user APK and the preference 

keyword set of a previous user PPKj; multiplier k serves as a 

normalizing factor; R denotes the set of the remaining 

preference keyword sets of previous users after filtering; rj is 

the rating of the corresponding review of PPKj, and r is 

defined as the average ratings of the candidate service. 

Repeating the steps above, we can calculate the personalized 

ratings of all candidate services for the active user. Then we 

can rank the services by the personalized ratings and present a 

personalized service recommendation list to him/her. Without 

loss of generality, we assume that the services with higher 

ratings are more preferable to the user. So the service(s) with 

the highest rating(s) will be recommended to the active user. 

Alternatively, we can recommend the Top-K services to the 

user. 

 

  

VII. CONCLUSIONS 

In this paper, we have proposed a keyword-Recognized 

Service Recommendation Method. In this method, keywords 

are used to indicate users' preferences, and a user-based 

Collaborative Filtering algorithm is adopted to generate 

appropriate recommendations. More specifically, a keyword-

candidate list and domain thesaurus are provided to help 

obtain users' preferences. The active user gives his/her 

preferences by selecting the keywords from the keyword-

candidate list, and the preferences of the previous users can be 

extracted from their reviews for services according to the 

keyword-candidate list and domain thesaurus. My method 

aims at presenting a personalized service recommendation list 

and recommending the most appropriate service(s) to the users. 

Moreover, to improve the scalability and efficiency of this 

method in “Big Data” environment, this is   implemented on a 

MapReduce framework in Hadoop platform. Finally, the 

Keyword-Recognized service recommendation significantly 

improves the accuracy and scalability of service recommender 

systems over existing approaches. 
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