
Pattern Recognition methods : A Review  

K.KAVIARASAN
#1 

, R.RAMACHANDIRAN
*2

, Dr. K. SURESH JOSEPH
#3

, 
1Mtech networking, sri manakula vinayagar engineering college, Pondicherry University, India. 

3School of Engineering, Department of Computer Science, Pondicherry University. India 
1kaviarasan46@gmail.com 

2ramachandiran08@gmail.com 
2Department of MCA, manakula vinayagar engineering college, Pondicherry University, India. 

3ksjoseph.csc@gmail.com 
 

Abstract— Pattern Recognition is associate degree rising 

space that has been in varied analysis areas like a machine 

learning approach because of its wide unfold application. 

The appliance space includes medication, communications, 

automations, military intelligence, data processing, 
bioinformatics, document classification, speech recognition, 

business and plenty of others. In this review paper varied 

approaches of Pattern Recognition are bestowed and their 

pros-cons, application specific paradigm has been shown. 

On the idea of survey, pattern recognition techniques are 

classified into six components. These embody applied 

mathematics Techniques, Structural Techniques; guide 

Matching, Neural Network Approach, Fuzzy Model and 

Hybrid Models. 

 
Keywords-  Template Matching , Pattern Recognition, Patterns, 
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I.       INTRODUCTION 

Recognizing the objects and also the encompassing 

surroundings could be a trivial task for folks. However if the 

purpose of implementing it by artificial means came, then it 
becomes an awfully complicated task. Pattern Recognition 

provides the answer to varied issues from speech 

recognition, face recognition to classification of written 

characters and diagnosing. The assorted application square 

measures of pattern recognition are like bioinformatics, 

document classification, image analysis, data processing, 

industrial automation, biometric recognition, remote 

sensing, written text analysis, diagnosing, speech 

recognition, GIS and plenty of a lot of. Similarity between 

of these applications is that for a solution-finding approach 

options need to be extracted then analyzed for recognition 

and classification purpose. 3 processes happen in pattern 
recognition task. Commencement is knowledge acquisition. 

Knowledge acquisition is that the method of changing 

knowledge from one kind (speech, character, footage etc.) 

into another kind that ought to be acceptable to the process 

system machine} for additional processing. Knowledge 

acquisition is mostly performed by sensors, digitizing 

machine and scanners. Second step is knowledge analysis. 

When knowledge acquisition the task of study begins. 

Throughout knowledge analysis step the educational 

regarding {the knowledge the info the information} takes 

place and knowledge is collected regarding the various 
events and pattern categories on the market within the data. 

This data or information regarding the info is employed for 

additional process. Third step used for pattern recognition is 

classification. Its purpose is to determine the class of recent 

knowledge on the premise received from data analysis 

method. Knowledge set given to a Pattern Recognition 

system is split into 2 sets: coaching set and testing set. 

System learns from coaching set and potency of system is 

checked by presenting testing set to that. The performance 

of the pattern recognition techniques is influenced by chiefly 
3 parts (i) quantity of knowledge (ii)  technology 

used(method) (iii) designer and also the user. The difficult 

job in pattern recognition is to develop systems with 

capability of handling huge amounts of knowledge. the 

assorted models opted for pattern recognition are: applied 

mathematics Techniques, Structural Techniques, templates 

Matching, Neural Network based mostly techniques, Fuzzy 

models and Hybrid Models. 

 

II.    PATTERN RECOGNITION MODELS 

 

Models opted for pattern recognition are often 
categorized in to completely different classes relying upon 

the strategy used for information analysis and classification.  

Models are often severally or dependently wont to perform a 

pattern recognition task [1]. The various models used for 

pattern recognition task are as follow: A. applied 

mathematics Model In statistical procedure of Pattern 

Recognition every pattern is delineated in terms of options. 

options are chosen in such how that completely different 

patterns occupy non-overlapping feature area. It 

acknowledges the probabilistic nature each of the 

knowledge we tend to ask for to method, and of the shape 
during which we should always specific it [2]. It works well 

once the chosen options result in feature areas that cluster in 

an exceedingly recognizable manner, i.e. there's correct 

interclass distance. When analyzing the likelihood 

distribution of pattern happiness to a category, call boundary 

is set [3], [4]. Here patterns are projected to pre-processing 

operations to form them appropriate for coaching functions. 

options are hand-picked upon analyzing coaching patterns. 

System learns and adapts itself for unknown patterns as 

shown in Fig. 1.Test patterns are applied to ascertain quality 

of system to acknowledge patterns. Feature measuring is 

completed whereas testing, then these feature values is 
bestowed to learned system and during this means 

classification is performed. Once probability density 

distribution is thought, constant classification themes are 

used otherwise non constant classification scheme ought to 

be used. Numerous call rules are there to work out call 

boundary Dwight David Eisenhower, Bayes call Rule, 

optimum Thomas Bayes call Rule, the utmost chance Rule, 

Neyman-Pearson rule and MAP rule. As feature areas are 

partitioned off, system becomes noise insensitive, thus just 

in case of screeching patterns. The selection of applied 
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mathematics model could be a smart resolution. Relying 

upon whether or not the strategy opted is supervised or 

unattended applied mathematics techniques are often 

categorized as: Discriminant Analysis and Principal Element 

Analysis [1].Statistical Pattern Recognition Model 

Discriminant Analysis could be a supervised technique 
during which we tend to approach for spatiality reduction. 

Here linear combination of options is used to perform the 

classification operation. For every pattern category, a 

discriminate operate is outlined that per forms the 

classification operate [5] - [8]. there's not a well outlined 

rule concerning the shape of  discriminate operate like 

minimum distance categorizer uses  one indicator for every 

class, and discriminate operate computes minimum distance 

from unknown  vectors to those points, on the opposite hand 

nearest neighbor categorizer uses set of points for every 

class. There are numerous sorts of Discriminate Analysis 

ways that are used based mostly upon the applying and 
system demand such as: Linear Discriminate Analysis 

(LDA), Null-LDA (N-LDA), Fisher Discriminate Analysis 

(FDA), 2 Dimensional Linear Discriminate Analysis (2D-

LDA), 2 Dimensional Fisher Discriminate Analysis (2D-

FDA).  In LDA feature set is obtained by linear combination 

of original options. Intra-class distance is decreased further 

as inter-class distance is maximized to get the optimum 

results.LDA suffers from tiny sample size (SSS) downside. 

In government agency magnitude relation of variance in lay 

to rest -classes to variances in intra-classes outline the 

separation between categories. In government agency inter-
class scatter is maximized and intra-class scatter is 

decreased to urge the optimum results [8]. Government 

agency approach could be a combination of PCA and LDA.  

2D-LDA avoids tiny sample size (SSS) downside related to 

1D-LDA.  Here matrices of input file re computed to make 

the feature vector. Trace of interclass scatter matrix is 

maximized whereas trace of intra-class scatter matrix is 

decreased to urge the optimum ends up in two D-LDA.  As 

compared to 1-D LDA; 2D-FDA provides non-singular 

interclass and intra-class matrices.  Chen et al.  [9] 

Recommended that the mathematical space spanned by 

eigenvectors of intra-class scatter matrices having zero 
Manfred Eigen values contains. 

The methods described in the literature have been 

found to use three types of features extracted from the 

image. These features are color based, shape based and 

texture based. Some systems use a combination of features 

to index the image database. 

 

2.1. COLOR BASED FEATURES 

 

Color has been the foremost wide used feature in 

CBIR systems. It’s a powerful cue for retrieval of pictures 
and is also computationally least intensive. Color assortment 

strategies are studied mistreatment several color areas, viz., 

RGB, YUV, HSV,L∗u∗v∗, L∗a∗b∗, the opponent color area 

and also the Munsell area. The effectiveness of mistreatment 

color is that it's associate distinctive feature that's native to 

the image and for the most part freelance of read and 

backbone. The main obstacles that ought to be overcome to 

6nd an honest image match square measure variation in 

viewpoint, occlusion, and ranging image resolution. Adult 

male and Ballard use bar chart intersection to match the 

question image and also the info image. Bar chart 

intersection is strong against these issues and that they 

describe a preprocessing technique to beat amendment in 

lighting conditions. Within the statue maker system the 

image is hierarchically organized into non-overlapping 

blocks. The agglomeration of those blocks is then done on 

the premise of color energy within the L∗u∗v∗ color area. 

Another approach kind of like the Blob world project is to 

phase the image into regions by segmenting it into non-

overlapping blocks of 6xed size and merging them on 

overall similarity [1].A bar chart is then fashioned for every 

such region and a family of histograms describes the image. 

Image matching is completed in 2 ways—chromatic 

matching is completed by bar chart intersection; and 

geometric matching is completed by comparison the areas 

occupied by the 2 regions. 

 
2.2. SHAPE BASED FEATURES 

 

Different approaches are taken for matching shapes 

by the CBIR systems. Some researchers have projected their 

use as an identical tool in QBE kind queries. Others have 

projected its use for query-by-user-sketch kind queries. The 

argument for the latter being that during a user sketch the 

human perception of image similarity is inherent and also 

the image matching sub-system doesn't have to develop 

models of human measures of similarity. One approach 

adopts the employment of deformable image templates to 
match user sketches to the info pictures. Since the user 

sketch might not be a certain match of the form within the 

info, the strategy elastically deforms the user example to 

match the image contours. A picture that the example has 

got to bear marginal deformation, or, loses minimum 

energy, is taken into account because the best match. an 

occasional match means the example is lying in areas 

wherever the image gradient is zero. By increasing the 

matching perform and minimizing the elastic deformation 

energy, a match is found. 

 

2.3. TEXTURE BASED FEATURES 
 

The visual characteristics of unvaried regions of 

real-world pictures are usually identi6ed as texture. These 

regions might contain distinctive visual patterns or spacial 

arrangements of pixels that grey level or color vicinity alone 

might not sufficiently describe. Typically, textures are found 

to own robust applied mathematics and=or structural 

properties. The textures are expressed victimization many 

ways. One system uses the construction mirror 6lter (QMF) 

illustration of the textures on a quad-tree segmentation of 

the image. Fisher’s discriminate analysis is that the wont to 
confirm a decent discriminates perform for the feel options. 

The Mahalanob is distance is employed to classify the 

options. a picture is delineate by means that of di0erent 

orders of statistics of the grey values of the pixels within a 

part. The options extracted from the image bar graph, known 

as the 6rst order options, are mean, variance, third moment 

and entropy. The second order options are homogeneity, 

contrast, entropy, correlation, directivity and uniformity of 

the grey level pixels. Conjointly enclosed is that the use of 

many different third order statistics from run-length 
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matrices. A vector composed of those options is then 

classi6ed supported the Euclidian distance. 

 

2.4. COMBINATION OF FEATURES 

 

Several approaches benefit of the various options 
by applying them along. The options ar of-ten combined 

into one feature vector. The distances between the 

photographs are then determined by the gap between the 

feature vectors. Zhong and Jain gift a technique for 

combining color, texture and form for retrieval of objects 

from a picture info while not pre-indexing the info. Image 

matching is finished within the separate trigonometric 

function rework (DCT) domain (assuming that the keep 

pictures are within the JPEG thirteen format). Color and 

texture are accustomed prune the info then deformable guide 

matching is performed for characteristic pictures that have 

the speci6ed form. Mojsilovic et al. propose a technique 
which mixes the color and texture data for matching and 

retrieval of pictures. The authors extract numerous features 

like the general color, radial asymmetry, regularity, purity, 

etc., and build a rule primarily based synchronic linguistics 

for identifying every image. 

 

III. SUMMARY AND CONCLUSIONS 

 

This paper has listed the progressive in ways 

developed for providing content-based access to visual info. 

The visual info perhaps within the style of pictures or video 
holds on in archives. These ways accept pattern recognition 

ways for feature extraction, clustering, and matching the 

options. Pattern recognition therefore plays a significant role 

in content based mostly recognition and has applications in 

additional than one sub-system within the information. Yet, 

little work has been done on addressing the problem of 

human perception of visual information content. The 

approaches taken by the pc vision, image analysis and 

pattern recognition community are bottom up. It’s not solely 

necessary to develop higher pattern recognition ways to 

capture the visually necessary options from the image, 

however additionally to develop them such they're 
straightforward, efficient and simply mapped to human 

queries. As conferred on top of, efforts square measure 

being created to increase queries on the far side use of easy 

color, shape, texture, and=or motion based mostly options. 

Speci6cation of queries victimization abstraction and 

temporal fuzzy relationships between objects and sub-image 

blocks is being explored. Another side in content-based 

retrieval is that the development of helpful and efficient 

compartmentalization structures. Commonly, the image 

databases cluster the options to reinforce the similarity 

search. Similarity searches usually square measure 
generalized k-nearest neighbor searches wherever 

performance and accuracy is simply listed. Several 

approaches accept bunch of indices that square measure then 

hold on in an exceedingly business management systems. 

Different approaches usedmodi6ed styles of different tree 

structures. Strong structures permitting the employment of 

options and fuzzy queries have to be compelled to be 

developed and a quantitative and qualitative performance 

analysis printed. The Pattern Recognition community with 

its made tradition of constructing basic contributions to 

various applications therefore incorporates a nice chance to 

create break-through advances 
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