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Abstract— Reducing energy consumption is a 

major design constraint for modern 

heterogeneous computing systems to minimize 

electricity cost, improve system reliability and 

protect environment. Conventional energy-

efficient scheduling strategies developed on 

these systems do not sufficiently exploit the 

system elasticity and adaptability for maximum 

energy savings, and do not simultaneously take 

account of user expected finish time. In this 

paper, we develop a novel scheduling strategy 

rolling-horizon scheduling architecture for real-

time task scheduling in virtualized clouds. Then 

a task-oriented energy consumption model is 

given and analyzed. Based on our scheduling 

architecture, we develop a novel energy-aware 

scheduling algorithm named EARH for real-

time, aperiodic, independent tasks. The EARH 

employs a rolling-horizon optimization policy 

and can also be extended to integrate other 

energy-aware scheduling algorithms. 

Furthermore, we propose two strategies in 

terms of resource scaling up and scaling down to 

make a good trade-off between task’s 

schedulability and energy conservation. 

Extensive simulation experiments injecting 

random synthetic tasks as well as tasks following 

the last version of the Google cloud trace logs 

are conducted to validate the superiority of our 

EARH by comparing it with some baselines. The 

experimental results improve the scheduling 

quality and effectively enhance the system 

elasticity. 

Keywords — Virtualized cloud, real-time, 

energy-aware, scheduling, rolling-horizon, 

elasticity. 

 

1 INTRODUCTION 

Some public cloud applications and service 

provider environments use cluster-like 

architectures, with massively parallel workload and 

data distribution characteristics.  

 

Common cluster applications include data 

aggregation and ―big data‖ analytics applications 

like Hadoop, Needlebase, Platform Computing 

Symphony software, or Vertica software. As a 

request comes in, a task scheduler spawns multiple 

jobs to multiple servers—causing a flurry of 

network traffic that does not go up to the network 

core but out to peer servers. Social networking sites 

use services like me cache for distributing memory 

objects to alleviate database load and speed up 

performance. Applications like Swift and services 

like Amazon’s Simple Storage Service (S3) 

distribute storage across multiple nodes. 

Distributing storage, distributing databases across 

multiple servers, sending requests to multiple 

servers, and accumulating the responses are all 

E/W traffic intensive.  

For example, consider how you plan a 

vacation. You visit the dynamic travel website of 

your choice and enter your variable data (when you 

want to travel, where, whether you need a hotel, 

flight, or a car).  

The site pulls together the appropriate 

responses from multiple databases, along with 

related ads, and shows you the options within a 

matter of seconds. Not only is this process very 

heavy in E/W traffic flow because it pulls data 

from multiple servers, it is also latency sensitive. If 

a travel website cannot serve the data to you within 

a matter of seconds, you’re likely to go to a 

competitor. 

 
Figure 1.1.2.Cloud Sink 
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1.2 Research scope 

The focus of this work is on energy-efficient 

resource management strategies that can be applied 

on a virtualized data center by a Cloud provider 

(e.g. Amazon EC2). The ability to migrate VMs 

between physical hosts with low overhead gives 

flexibility to a resource provider as VMs can be 

dynamically reallocated according to current 

resource requirements and the allocation policy. 

Idle physical nodes can be switched off to 

minimize energy consumption. In this paper we 

present a decentralized architecture of the resource 

management system for Cloud data centers and 

propose the development of the following policies 

for continuous optimization of VM placement: 

 Optimization over multiple system resources at 

each time frame VMs are reallocated 

according to current CPU, RAM and network 

bandwidth utilization. 

 Network optimization – optimization of virtual 

network topologies created by 

intercommunicating VMs. Network 

communication between VMs should be 

observed and considered in reallocation 

decisions in order to reduce data transfer 

overhead and network devices load. 

 Thermal optimization – current temperature of 

physical nodes is considered in reallocation 

decisions. The aim is to avoid ―hot spots‖ by 

reducing workload of the overheated nodes 

and thus decrease error-proneness and cooling 

system load. 

 

 

Figure 1.2.1 Cloud Services 

 

 

 

1.3 Research challenges 

The key challenges that have to be addressed are: 

1) How to reduce functional costs while 

maintaining vital Quality of Service? 

2)   How to optimally solve the trade-off between 

energy savings and delivered performance? 

3) How to determine when, which VMs, and 

minimize energy consumption by the system, while 

minimizing overhead? 

4) How to develop efficient scheduling and 

scalable algorithms for resource allocation? 

5) How to develop comprehensive solution by 

combing several allocation policies with different 

objectives? 

6) How to save energy by dynamic VMs 

consolidation? 

1.4 Cloud Service Provider 

A cloud provider is a company that offers 

some component of cloud computing – typically 

Infrastructure as a Service (IaaS), Software as a 

Service (SaaS) or Platform as a Service (PaaS) – to 

other businesses or individuals. A service provider 

that offers customers storage or software services 

available via a private (private cloud) or public 

network (cloud) 

  Usually, it means the storage and software 

is available for access via the Internet. Cloud 

computing providers are notable entities who have 

verifiably significant production cloud 

computing service offerings. Cloud Service 

Providers offer Powered hybrid, private, and public 

cloud solutions with stronger service-level 

agreements (SLAs), better customer service, and 

proven expertise. Configurations range from on-

premises, managed cloud to off-premises public 

cloud solutions. Cloud Service Providers deliver 

Powered services to help you deploy IT-as-a-

service solutions faster and gain the financial 

advantage of greater efficiency, control, and 

choice. 

 

Figure 1.3.1 Cloud Storage Pool 
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1.5 Cloud Consumer 

A cloud consumer is an organization that 

has a formal contract or arrangement with a cloud 

provider to use IT resources made available by the 

cloud provider. Specifically, the cloud consumer 

uses a cloud service consumer to access a cloud 

service. A cloud consumer is the 

principal stakeholder that uses the cloud computing 

services. A cloud consumer represents a person or 

organization that maintains a business relationship 

with, and uses the service from, a cloud provider. 

The end user that actually uses the service, whether 

it is Software, Platform or Infrastructure as a 

Service 

 

 

Figure 1.5.1.Business with Clouds 

1.6 Resource provisioning System 

A Service Level Agreement is an 

important document that is used to define the level 

of a service that exists between a service provider 

and their customer. The agreement is generally in 

expressed in a simple language so that it can be 

clearly understood by the customer. The document 

may also include more technical terms for defining 

the service. The Service Level Agreement is often 

part of a wider service contract. A Service Level 

Agreement can either be an informal contract 

between parties or a legally binding contract. The 

SLA may address several areas including the 

availability of the service, the performance of the 

service, how it will operate, and priorities, 

responsibilities of involved parties, guarantees and 

warranties. As well as defining key areas, the 

Service Level Agreement may also specify a level 

of service, including targets and a minimum level 

that can be reached. Some of the common uses for 

a Service Level Agreement would be for telecom 

companies, IT service providers, Internet Service 

Providers (ISP) and outsourcing. In resource 

provisioning for cloud computing, an important 

issue is how resources may be allocated to an 

application mix such that the service level 

agreements (SLAs) of all applications are met. In 

this module, we implement scheduler, Real time 

controller and VM controller to allocate resources 

to VM and physical machines. 

 

1.7 Scheduler 

Scheduling refers to the set of policies to control 

the order of work to be performed by a computer 

system. There have been various types of 

scheduling algorithm existing in distributed 

computing system, and job scheduling is one of 

them. The main advantage of job scheduling 

algorithm is to achieve a high performance 

computing and the best system throughput. 

Scheduling manages availability of CPU memory 

and good scheduling policy gives maximum 

utilization of resource. We compared three 

algorithms Time Shared, Space shred and 

generalizes priority algorithm. The scheduler 

consists of a rolling-horizon, a real-time controller, 

and a VM controller. The scheduler takes tasks 

from users and allocates them to different VMs. 

The rolling-horizon holds both new tasks and 

waiting tasks to be executed.  

1.8 Real time controller 

The real-time controller determines whether a task 

in the rolling-horizon can be finished before its 

deadline. If not, the real-time controller informs the 

VM controller, and then the VM controller adds 

VMs to finish the task within timing constraint. If 

no schedule can be found to satisfy the task’s 

timing requirement although enough VMs have 

been added, the task will be rejected. Otherwise, 

the task will be retained in the rolling-horizon.  

 

1.9 VM controller 

VMController is a general purpose open source and 

cross-platform virtual machine controller. At its 

current state, VirtualBox is the only supported 

hypervisor but we plan to support any other 

hypervisor with exposed APIs like VMWare, in 

future. With VMController you can write powerful 

scripts to control, manage, monitor, operate and 

administrate multiple virtual machines using 

powerful APIs via XMLRPC. The scheduling 
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decision for the tasks in the rolling-horizon is 

updated their execution orders, start times, 

allocated VMs and new active hosts. If no schedule 

can be found to satisfy the task’s timing 

requirement although enough VMs have been 

added, the task will be rejected.  

1.10 EARH implementation 

The idea to use a rolling horizon approach on 

supply chain optimization and planning problems 

has been applied in different contexts. However, as 

far as we know it has not been applied for ship 

scheduling and our type of application. Even 

though a rolling time horizon is usually used when 

uncertainties in data exist, a rolling time horizon is 

also applicable to reduce problem size. Where a 

rolling horizon is used to solve capacitated lot 

sizing problems, and they apply a rolling horizon 

method on a staff scheduling application in a 

starting phase, followed by an improvement phase 

where some time periods are selected and re- 

optimized. Both a forward and backward rolling 

horizon method for scheduling of multipurpose 

plants. A rolling horizon approach is used to 

optimize a hierarchical planning system. In this 

module, we implement rolling-horizon 

optimization and then integrate an energy-efficient 

scheduling algorithm. Based on these concepts we 

scaling up and scaling down VM to migrate tasks 

from one VM to another VM. 

1.11 Evaluation criteria 

Guarantee Ratio (GR) defined as: GR=Total count 

of tasks guaranteed to meet their deadlines/Total 

count of tasks; Total Energy Consumption (TEC) 

is: Total energy consumed by hosts. Energy 

Consumption per Task (ECT) calculated  

 

 
Figure 1.11.1 Evaluation 

as: ECT= Total energy consumption/Accepted task 

count; In this module, we evaluate the performance 

of the system using Guarantee Ratio (GR), Total 

Energy Consumption (TEC), Energy Consumption 

per Task (ECT) and Resource Utilization (RU).  

1.11 Contributions 

Dynamic scheduling is that the task arrival is 

uncertain at run time and allocating resources are 

tedious as several tasks arrive at the same time. In 

case of dynamic scheduling information of the task 

components/task is not known before hand. Thus 

execution time of the task may not be known and 

the allocation of tasks is done on fly as the 

application executes Project focus on scheduling 

periodic and independent real-time tasks.  Dynamic 

approach to create virtual clusters to deal with the 

conflict between parallel and serial Tasks. Tasks 

are dynamically available for scheduling over time 

by the scheduler. It is more flexible than static 

scheduling, to be able of determining run time in 

advance. It is more critical to include load balance 

as a main factor to obtain stable, accurate and 

efficient scheduler algorithm. A new energy-aware 

scheduling method that take into consideration the 

make span conservation and energy reduction. The 

scheduling is devised with measure to identify the 

degree of task computation efficiency relative to 

the application completion time. The degree is used 

as a utilization value to identify a level of virtue for 

executing task on processor, and implied an 

effectively energy consumption of that processor.In 

this approach, the task load is adjusted 

automatically without running time prediction. 

Implement EARH scheduling strategy to provide 

best tradeoff in task scheduling. Extend this work 

to analyze the deadlines and also get ACK for task 

completion. Dynamic scheduling algorithms for 

this scheduling mechanism have been introduced to 

generate scheduling with the shortest average 

execution time of tasks.  

 

Conclusion 

 

Firstly, we proposed a rolling-horizon scheduling 

architecture, and then a task oriented energy 

consumption model was analyzed and built. On this 

basis, we presented a novel energy-aware 

scheduling algorithm named EARH for real-time 

tasks, in which a rolling-horizon policy was used to 

enhance the system’s schedulability. Additionally, 

the resource scaling up and resource scaling down 

strategies were developed and integrated into 

EARH, which can flexibly adjust the active hosts’ 

scale so as to meet the tasks’ real-time 

requirements and save energy. The EARH 

algorithm is the first of its kind reported in the 
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literature; it comprehensively addresses the issue of 

real-time, schedulability, elasticity, and energy 

saving. To evaluate the effectiveness of our EARH, 

we conduct extensive simulation experiments to 

compare it with other algorithms. The experimental 

results indicate that EARH can efficiently improve 

the scheduling quality of others in different 

workloads and is suitable for energy aware 

scheduling in virtualized clouds. 
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