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 Abstract - Due to the rapid growth in World 

Wide Web   and data availability, text mining 

has become one of the most important fields 

in data mining. Text mining refers to the 

technique which is useful to find the 

information from a huge volume of digital 

documents. Many existing text mining 

methods follow the term based approaches. 

Pattern evolution   methods are employed to 

perform the same concept   of   tasks .This 

paper presents a new approach for extraction 

of   the pattern frames in text mining. 
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1. Introduction 

Data mining is a process of extracting 

knowledge from massive collection of data. It 

refers to a way of finding significant and useful 

information from data. Organizations   that make 

use of data mining techniques are benefited in 

their corresponding business area by identifying 

the significant trends and anomalies that were 

not possible to be detected by a human analysis. 

Data mining techniques are used to extract the 

information that is potentially useful for 

users[8]. Text mining is   interpreted as finding 

the   interesting knowledge in text documents. It 

is a challenging    issue to find the exact 

information that the users need. The traditional 

Information Retrieval (IR) has the same 

objective of retrieving relevant documents   and 

filtering the non- relevant documents. Key-word 

based method was adopted for that. The term-

based methods have been provided with term 

weights. The term based methods came across 

with the problem of polysemy and synonymy. 

People thought that phrase based          methods 

could perform better than term-based 

methods[7]. But it has its own disadvantages 

includes low occurrence and inferior statistical  

properties to words. The objective of the current 

work is to  propose an approach for finding the 

useful patterns in the text documents. 

2. Related work 

The popular tf*idf (term factor*inverse 

document factor) weighting scheme is used for 

text representation in Rocchio classifiers [14]. 

This method is based on the frequencies of 

individual terms in the document and 

frequencies of words in entire collection. There 

is another representation of a document in the 

form of binary vector. Words are represented 

considering their existence the document [1].In 

this representation it is possible to use variety of 

categorical data clustering algorithms on binary 

representation..  

    The problem with this bag of words approach is 

selection of limited number of features from a 

large set of terms. Usually a term with high 

weight may be a general tem. But it might not 

be relevant to the user interesting ness. 

       For example in the search string “Applications 

of computers in the field of Education” the 

terms education and computer are general terms 
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which are likely to have more weight. But 

when these terms are associated with the prefix 

or post fix terms in the search string are going 

to be the user’s interestingness measures. 

      Some data mining techniques that have been 

used with descriptive phrases [10]  showed 

no significant improvement in the efficiency 

in mining. 

 

       One alternative method for those two is pattern 

mining. A number of algorithms such as 

Ariori[5],Spade[6] have been proposed. The 

main objective of that algorithms are to discover 

useful and interesting patterns from huge 

volume of data[2]. The discovered patterns can 

be utilized in many ways.  By evaluating the 

term weights in the discovered patterns the 

efficiency can be improved 

 The proposed model describes how to extract 

patterns from text documents .Each document 

comprises a certain number of paragraphs. Fist 

the documents are cleaned. We apply standard 

Porter-Stemmer algorithm for stop words 

removal and stemming.  Stop words are frequent 

words that carry no information for example 

words like ‘is’,’this’, ‘of ‘ etc .By word 

stemming we mean the process of suffix 

removal to generate word stems. This is done to 

group words that have the same conceptual 

meaning, such as call, called,  and calling. The 

potrter -stemmer is a well known algorithm for 

this task. 

 

3. Methodologies 

3.1.Definitions: 

(a) Document  set: Let D be a set of documents 

it comprises a set  positive and negative 

documents. For mining we consider the positive 

documents only. 

D=D
+
  U  D

- 

(b)Paragraph set: Each  document consists of a 

finite number of paragraphs. It is called as a 

paragraph set. 

d={tp1,tp2,…,tpm} 

(c)Term set: T={t1,t2,…,tn} is  a set of terms 

extracted from positive documents. 

(d)Pattern: An orderd set of terms in a 

document is called as pattern. 

(e)Covering set: A set of paragraphs which 

includes the given pattern in a document. 

Covering set of a pattern X is denoted by [X]. 

The number of  paragraphs that containing a 

particular pattern in called the absolute support 

of the pattern. 

supa(x)=[x] 

dividing the absolute support of a pattern with 

total number of   paragraphs gives the  the 

relative support of the pattern 

supr(x)=[x]/total number of paragraphs; 

Pattern Taxonomy Model      

Having been preprocessed the documents  will 

be given to the PTM. This will split the 

document into paragraphs. Each paragraph is 

treated a individual document and data mining 

methods are applied. Consider the following 

example 

Fig.1.Paragraphs in document 

Text paragraph Term sequence 

tp1 t1 t2 

tp2 t3 t4 t6 

tp3 t3 t4 t5 t6 

tp4 t3 t4 t5 t6 

tp5 t1 t2 t6 t7 

tp6 t1 t2 t6 t7 
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The process of pattern taxonomy model can be 

described as the sequential steps of 

preprocessing followed by splitting the 

documents into paragraphs and finding the 

frequent patterns and then the closed sequential 

patterns. For d pattern mining an efficient 

algoritm  was proposed by Ning Zhong Yufeng 

LI and shang Thang wu[5] 

Extraction of frequent sequential patterns is the 

process of appending the terms to existing 

sequence of terms in the same order as they 

appear in the document. 

For example first a term t2 is found in the 

document and then t3  is found then the pattern 

will be t2 t3 and later on t1 is found then it will 

be appended and the pattern would be t2 t3 t1. 

 

Algorithm:  for finding sequential patterns 

Input: set of paragraphs, min_sup 

Output: set of frequent patterns 

1. Take each paragraph from the set of           

paragraphs 

2. Search for each  term in the term set 

3. Append the subsequent terms that are 

found to the term that has been 

previously found 

4. Repeat the steps from 1 to 3 for all the 

paragraphs of a document. 

 

Once the sequential patterns are 

obtained we are going to find the 

efficacious patterns. Usually the 

interestingness of a particular user  will 

be come to known to us by observing 

the search string given by the user. In 

general the first few terms of the search 

string are going to be very  crucial to us 

for searching. After removal of wh 

questin words , prepositions and articles 

in the search string given by the user we 

may likely to have the root words only. 

Among the root words the first three or 

four words are very important for 

carrying the search process. 

 

After obtaining the frequent sequential 

patterns now pick up the patterns that 

starts with term t1 (i.e the first term in 

the search string) and then find the 

patterns that have the immediate 

following terms with t2 ,t3 or t4 etc. It 

means seach for the next three terms 

after the first term if any of the terms t2 

t3 t4 exists in those terms then identify it 

as an efficacious pattern.   

 

Algorithm: find the efficacious pattern 

from the sequential patterns 

Input: sequential patterns 

Output: efficacious patterns 

1 .EP= 

2.for each pattern pi in SP do 

3. if pi[1]=t1 then 

4. search next three terms 

5.if(term found is in (t2,t3,t4)) 

6. NP =t1®x   {x is in [t2,t3,t4]) 

     EP=EP U NP 

7  if  pi[1]=t2  then  

8. search next three terms 

9.  if(term found is in (t1,t3,t4)) then 

             10. NP =t1®x   {x is in [t1,t3,t4])   

      EP=EP U NP 

            11.end 

Initially there are no efficacious patterns this is 

indicated by EP=. Now taking each pattern in 

the sequential pattern  pick the first term and 

check whether it is either first or second term in 

the search list. If it is t1 then consider the 

consequent three terms and check for any of the 

three terms t2 t3 or t4 exists in the pattern if so 
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then identify it as efficacious pattern, or else if 

the first term of the pattern is t2 then consider 

the next three terms and check for the three 

terms t1 t3 t4 ,if any of the terms are found then 

identify it as an efficacious pattern. 

 The above algorithm finds out the patterns that 

are close to the interestingness of the user.  

 

4. CONCLUSIONS 

 

Many techniques in data mining adopted term 

support methods. Those methods worked on 

term support and ignoring the relationships  

between the terms. This paper presents a method 

that finds out the patterns based on the user 

interestingness measures by taking  

consideration into the search terms priority. 
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