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Abstract— A design of serial-serial hybrid multiplier is 

proposed for applications with high data rate. Here the 

proposed technique effectively forms the entire partial 

product rows in just n cycles where as conventional serial-

serial multipliers take 2n cycles to form all partial products. 

The conventional way of partial product formation is 

rearranged here. Here the proposed architecture achieves 

high data rate by replacing full adders with asynchronous 1’s 

counter so that critical path is limited to only DFF and an 

AND gate. The use of asynchronous counter reduces the 

height of the partial product rows from n to [log2n]+1, 

resulting in reduction of complex adder tree. The proposed 

multiplier consists of serial-serial data accumulation unit 

followed by a dadda multiplier which reduces the average 

power dissipation. It has a small delay penalty to complete a 

multiplication when compared to a conventional parallel 

array multiplier.                                                    
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                            I. INTRODUCTION 

MULTIPLIERS are the fundamental and essential building 

blocks of VLSI systems. Area, speed and power 

consumption are major concerns in design and 

implementation of multipliers. LOW POWER AND HIGH 

SPEED multiplier circuits are highly demanded due to 

issues concerning reliability and portability. But it is not 

always possible to achieve both criteria simultaneously. 

Therefore, a good multiplier design requires some tradeoff 

between speed and power consumption. So,to optimize the 

area, delay and power consumption of arithmetic 

computations in battery powered VLSI circuits we explore 

alternative architectural concepts for the design of digital 

multipliers.Hardware implementation of a multiplication 

operation consists of three stages, specifically the 

generation of partial products (PPs), the reduction of PPs 

and the final carry-propagation addition [1].The partial 

products can be generated either in parallel or serially, 

depending on the target application and the availability of 

input data. The partial products are generally reduced by 

carry-save adders (CSAs).Carry propagation addition is 

done by a simple ripple carry adder (RCA) for low power 

or a carry look-ahead adder (CLA) for high speed [1]. As 

the height of PP tree increases linearly with the word 

length of the multiplier, its area, delay and power 

dissipation increase.Therefore reduction of PPs before 

CSA is needed. This can be achieved by Modified Booth 

algorithm to reduce the height of the PP matrix [2]. 

Another approach is to use high order column compressors 

instead of full adders (FAs) to increase the PP reduction 

ratio of the CSA stage [3], [4]. The drawback is that 

Modified Booth encoder adds both area and delay 

overheads to the simple partial product generation process, 

and higher order compressors are slower and consume 

more power than the full adders. Hence a hybrid 

combination of both techniques is often considered. 

               II. REVIEW OF SERIAL MULTIPLIERS 

In a serial-serial multiplier both the operands are loaded in 

a bit-serial fashion. On the other hand, a serial-parallel 

multiplier loads one operand in a bit-serial fashion and the 

other is always available for parallel operation [7]. Lyon 

[1] proposed a bit-serial input output multiplier in 1976 

which features high throughput at the expense of truncated 

output. A full precision bit-serial multiplier was introduced 

by Strader et al. for unsigned numbers [3]. The 

rudimentary cell consists of a 5:3 counter and some DFFs. 

Later, Gnanasekaran [5] extended the work in [2] and 

developed the first bit-serial multiplier that directly 

handles the negative weight of the most significant bit 

(MSB) in 2’s complement representation. This method 

needs only cells for an n-bit multiplication but it 

introduces an XOR gate in the critical path, which ends up 

with a more complicated overall design. Lenne et al. [3] 

designed a bit-serial-serial multiplier that is modular in 

structure and can operate on both signed and unsigned 

numbers.A  typical serial-serial multiplier consists of a 
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cell, called a bit-cell (BC).Such cells are interconnected to 

produce the output in a bit-serial manner for an serial-

serial multiplier. The operands bits and are loaded serially 

in each cycle and added with the far carry, local carry, and 

the partial sum in the5:3 counter.To reduce the number of 

computational cycles from 2n to n in an nxn serial 

multiplier, several serial-parallel multipliers have been 

developed over the years. Most of them are based on a 

carry save add shift (CSAS) structure. It can be observed 

that the critical path consists of an FA, a DFF, and an 

AND gate for the previous unsigned multiplier. 

         III. PROPOSED SERIAL ACCUMULATOR 

Accumulation is an integral part of serial multiplier 

design. A typical accumulator is simply an adder that 

successively adds the current input with the value stored in 

its internal register. Generally, the adder can be a simple 

RCA but the speed of accumulation is limited by the carry 

propagation chain. The accumulation can be speed up by 

using a CSA with two registers to store the intermediate 

sum and carry vectors, but a more complex fast vector 

merged adder is needed to add the final outputs of these 

registers. In either case, the basic functional unit is an FA 

cell. A new approach to serial accumulation of data by 

using ASYNCHRONOUS COUNTERS is suggested here 

which essentially count the number of 1’s in respective 

input sequences (columns).  An accumulation of n integers 

x(i) for i= 0,1,……,n --1can be mathematically expressed 

as  
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 For ease of exposition, let x(i) be an unsigned integer 

represented by m binary weighted bits. Hence, (1) can be 

rewritten as  
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Where is xj(i) is the j th bit of the i th operand and is 

associated with a positional weight 2j . By changing the 

order of accumulation of n and m, (2) becomes  
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The inner-summation of (3), represents the sum of all the 

1’s presented in the j th column and it can easily be 

accomplished by a simple serial 1’s counter of width 

h=[log2n]+1. Thus, an m-bit accumulator can be realized 

with m such dedicated counters to concurrently 

accumulate the 1’s in each bit position. The dependency 

graph (DG) of such a scheme with m=8and n=7 is shown 

in Fig. 1. The nodes in the DG perform y′=y+xj(i) , which 

is equivalent to an increment of y if xj(i)=1.The 

architecture of the accumulator corresponding to Fig.1 is 

shown in Fig. 2. The bits of the input operands are serially 

fed into their corresponding counters from column 0 

(right-most in Fig. 1) to column 7. These counters execute 

independently and concurrently. In each cycle of 

accumulation, a new operand is loaded and the counters 

corresponding to the columns that have a 1 input are 

incremented. The counters can be clocked at high 

frequency and all the operands will be accumulated at the 

end of the nth clock. The final outputs of the counters need 

to be further reduced to only two rows of partial products 

by a CSA tree, such as a Wallace’s or Dadda’s tree [1]. A 

carry propagate adder is then used to obtain the final sum. 

In Fig. 2, the counters C are used to count the number of 

1’s in a column. Each of them is a simple DFF-based 

ripple counter. The clock is provided to the first DFF and 

all the other DFFs are triggered by the preceding DFF 

outputs. The clock input is synchronized with the input 

data rate and thus the operands can be accumulated with a 

high frequency defined by the setup time and propagation 

delay of a DFF. Moreover, the counters change states only 

when the input is ―1,‖ which leads to low switching power. 

This simple and efficient bit accumulation technique is 

used to design the proposed serial-serial multiplier. 

 

 

      

 

 

 

 

 Fig. 1.  Dependency graph of the proposed accumulator 

for 7 8-bit operands 
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Fig. 2.  Architecture of an accumulator with m=8 and n=7 
   

 

 

 

 

 

 

 

 

 

Fig.3.Dependency graph of nxn serial-serial partial 

product generation and accumulation. 

      IV.PROPOSED SERIAL-SERIAL MULTIPLIER 

This section proposes a new technique of generating the 

individual row of partial products by considering two 

serial inputs, one starting from the LSB and the other from 

MSB. Using this feeding sequence and the proposed 

counter-based accumulation technique presented in 

Section III, it takes only n cycles to complete the entire 

partial product generation and accumulation process for an 

nxn multiplication. The theoretical underpinning of this 

design is elaborated as follows. The product P of two n-bit 

unsigned binary numbers X and Y can be expressed as 
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 Where ix  and jy  are the i th and j th bits of X and Y , 

respectively, with bit 0 being the LSB. By reversing the 

sequence of index i of (4) 
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 By appropriately sequencing the input bits of X and Y 

into a shift register, one PP(PPr) in each cycle(Cycler) can 

be generated. 
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Fig.4. Proposed architecture for 8x8 serial-serial unsigned 

multiplication.  

Consequently, P can be obtained in n cycles. Fig.5 

illustrates the PP generation of an 8 × 8 multiplier for two 

unsigned numbers X and Y. Fig. 5(a) shows the 

conventional partial product formation and Fig. 5(b) shows 

the generation sequence of the PPs according to (6). The 

complete architecture of the proposed counter-based 

serial-serial multiplier (8 × 8) is shown in Fig. 4. 

 

 

 

 

 

 

 

Fig.5 Partial product generation schemes for an 8x8 serial-

serial multiplication: (a) conventional and (b) proposed. 
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          Simulation Results:   

Fig.6 Simulation waveform of Serial 

Accumulator.

 

Fig.7 Simulation waveform of Unsigned 8x8 Serial- Serial Multiplier. 
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       VI. CONCLUSION  

In this paper, a new method for computing serial-serial 

multiplication is introduced by using low complexity 

asynchronous counters. By exploiting the relationship 

among the bits of a partial product matrix, it is possible to 

generate all the rows serially in just cycles for an 

multiplication. Employing counters to count the number of 

1’s in each column allows the partial product bits to be 

generated on-the-fly and partially accumulated in place 

with a critical path delay of only an AND gate and a DFF. 

The counter-based accumulation reduces the PP height 

logarithmically and makes it possible to achieve an 

effective reduction rate of using an FA-based CSA 

tree.Therefore; low-cost serial multipliers are widely 

adopted in hardware cryptography and SoC application. 
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