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Abstract- In the wireless networks, achieving efficient 

communication without packet loss is an important 

problem. In the network data frames are classified into 

packets before sending the network. In the streaming 

applications the packets are dependent to each other. 

So, if there is a drop in single packet there is no use in 

the whole sequence. Due to network traffic, all packets 

of a frame reach to the destination is a vital problem. If 

we retransmit the packets produce the delay constraints 

and increases the cost.  The main objective of this paper 

is to reduce the packet delay and increases the packet 

delivery ratio in the streaming applications. So, we use 

buffer management algorithms to carry out the packet 

discard. By using the concept of packet scheduling we 

consider both packet delay and also the packet size. So, 

this can enhance the flexibility of network resource 

management and improvement in quality of service. 

Keywords- Packets, Scheduling, Buffer Management, 

Network. 

I. INTRODUCTION 

Wireless network refers to any form of computer 

network that utilizes some form of wireless network 

connection. It is a process by which 

homes, telecommunications networks and enterprise 

installations avoid the costly process of introducing 

cables into a building or as a connection between 

various equipment locations. 

Wireless telecommunications networks are generally 

implemented and administered using radio 

communication. This implementation takes place at 

the physical level of the OSI model network 

structure. 

A. Significance  of Wireless network  

The Wireless networks provide an reasonably priced 

and simple way to share a single Internet connection 

among a number of computers. Sharing data is far 

easier with a wireless network once a network drive 

is installed. The network drive can be an external 

hard drive hooked up to the network hub. Once set up 

all computers have access to storage space on the 

drive. This allows you to save important documents 

onto the drive form one computer, then access the 

information on a second computer. 

The wireless networks also lets you right to use files 

and printers from anywhere in your home. It allows 

you to coordinate files you have on your laptop with 

your home computer, and you can easily throw files 

between computers as well. Using a wireless network 

to transfer files is faster than transfer them via e-mail 

or burning them to a CD.  

Because printers connected to one of the computers 

on a network are shared by all the computers on that 

network, you can write documents anywhere in your 

home, press the „print' button, and collect the printed 

files from a printer that is connected to another 

computer. 

B.  Structural design of Wireless network 

The wireless communication revolution is bringing 

fundamental changes to data networking, 

telecommunication, and is making integrated 

networks a reality.  

A wireless local-area network (LAN) uses radio 

waves to connect devices such as laptops to the 

Internet and to your business network and its 

applications. When you connect a laptop to a WiFi 

hotspot at a cafe, hotel, airport lounge, or other public 
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place, you're connecting to that business's wireless 

network. 

 

 

 

 

 

Fig 1: Wireless Network 

Wireless technologies employ radio waves and/or 

microwaves to maintain communication channels 

between computers. Now that this technology has 

been developed and continues to be developed since 

certainly not everything has the Internet on it, the 

question becomes “How fast can we get this data to a 

portable device. 

II. BACKGROUND OF THE STUDY 

To enhance the reliability of the transmission in the 

streaming applications we propose buffer 

management algorithms. Because in the multimedia 

applications the data frames are divided into packets. 

Their packets are interdependent structure. Due to the 

dependency, if there is a loss in single packet the 

whole sequence of video application is useless. 

A.  Existing System 

In the existing system in order to overcome the issues 

of packet losses in the multimedia applications we 

provide two guidelines for designing buffer 

management algorithms, and demonstrate their 

effectiveness. Actually in the wireless medium, 

before transmission across the network the data 

frames are split into several smaller sized packets. In 

the streaming applications the packets are dependent 

to each other.  

The receiving side can make use of the data only if it 

receives all packets of a frame. The problem of 

ensuring that all packets of a frame arrive at the 

destination is crucial one. when considering real-time 

traffic, such as streaming multimedia traffic, where 

retransmission of missing packets is not feasible due 

to delay constraints posed by the application and also 

to increase the cost. 

III. PROBLEM STATEMENT 

In the wireless networks, achieving efficient 

communication without packet loss is an important 

problem. In the network data frames are classified 

into packets before sending the network. In the 

streaming applications the packets are dependent to 

each other.  

So, if there is a drop in single packet there is no use 

in the whole sequence. Due to network traffic, all 

packets of a frame reach to the destination is a vital 

problem. If we retransmit the packets produce the 

delay constraints and increases the cost.  

The main reason  for packet loss in networks are 

buffer overflows due to congestion. For data streams 

with packet dependencies, we must differentiate 

between the packet-level throughput, i.e., the amount 

of data delivered in terms of packets, and the 

effective good put, i.e., the amount of data that can be 

decoded effectively at the receiving end. These two 

measures can be drastically different, e.g., the 

throughput may be high, while its good put is very 

low.      

IV. PACKET SCHEDULING 

Packet scheduling is the means by which data 

(packet) transmission is achieved. The packet 

scheduler is the traffic control module that regulates 

how much data an application (or flow) is allowed, 

essentially enforcing QOS parameters that are set for 

a particular flow.  

The packet scheduler incorporates three mechanisms 

in its scheduling of packets: 

 A conformer 

 The packet shaper 

 A sequencer 

The conformer and sequencer are discussed in more 

detail in the traffic control documentation. Since the 

packet scheduler's role is essential to overall traffic 

control understanding. 

The packet scheduler considers the classification 

provided by the Generic Packet Classifier (GPC), and 

provides preferential treatment to higher-priority 

traffic. Consequently, the packet scheduler is the first 

step (in a sequential view) to ensuring that the 
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prioritized network transmission of packets begins 

with data that has been deemed most important. 

A.  Packet Scheduling Methods  

VPS-TWP: Throughput normalized waiting time 

priority scheduling 

Generally, packets from a class have various sizes 

and different classes may have different packet size 

distributions. We describe VPS-TWP as the 

throughput normalized waiting time priority 

scheduling for FBS-DD provisioning by further 

taking the packet size into considerations. At the 

beginning of scheduling, TWP i  = ∞  for 1 ≤  i 
≤  N. Suppose that class i is backlogged at time t, 

S i (t) is the size of the packet at the head of the class 

i at t, and W i (t) is the waiting time of the packet at 

the head of the class i at t. We define the throughput 

normalized head waiting time of class i at t as  

TWP i (t) = 

w i(t)

δi si( t)  

Every time a packet is to be transmitted, the VPS-

TWP scheduler selects the backlogged class j with 

the maximum throughput normalized head waiting 

time,  

j = arg max iϵG(t )TWPi (t), 

where G(t) is the set of backlogged classes at time t. 

Tie is broken by the use of the  differentiation 

priority. The throughput of class j is increased by the 

size of the transmitted packet. Its throughput 

normalized head waiting time will be minimized as 

its packet delay will not increase any more. VPS-

TWP attempts to minimize the differences between 

the bandwidth normalized waiting times of 

successively departing packets. It essentially aims to 

achieve instantaneous FBS-DD. 

VPS-TAD: Throughput normalized average delay 

scheduling 

While VPS-TWP focuses at the instantaneous 

behavior, we propose the VPS-TAD scheme which 

focuses on the long-term behavior. 

Di(T ,T +t)

δi Bi(T ,T+ t)  = 

D j(T ,T +t )

δ j B j (T ,T +t)  . 

That is, the throughput normalized average delay 

(TAD) factor must be equal in all classes, i.e., 

TADi  = TAD j  .  

Note that given a same interval, bandwidth sharing 

ratio of two classes is the same as the throughput 

ratio. The VPSTAD scheme, tailored from PAD , 

aims to equalize the throughput normalized average 

delays among all classes so as to achieve the FBS-

DD goal. At the beginning of scheduling TADi  = 

∞  for 1 ≤  i ≤  N. Suppose that a packet is to be 

transmitted at time t. VPS-TAD selects the 

backlogged class j with the maximum bandwidth 

normalized average delay,   

j = arg max iϵG(t )  TADi (t). 

PID Control-theoretic Buffer Management: 

A control-theoretic buffer management scheme is to 

be integrated with the packet scheduling schemes, for 

the FBS-DD provisioning and proportional loss rate 

differentiation at the same time. One nice feature of 

the buffer management based approach is that the 

packets will be dropped from the tail due to the 

buffer overflow. This avoids the packet push out 

issue and facilitates the packet ordering. The buffer 

management is to dynamically allocate the buffer 

space into a number of virtual mini-buffers, one mini-

buffer for one class. The size of a mini-buffer directly 

affects a class‟s loss rate.  

(PID) feedback controller to adjust the buffer 

allocation. Let l i  be the loss rate of class i. The goal 

is to ensure that the observed relative loss rate l i  be 

proportional to the pre-specified QoS parameter δi , 

that is l i  / l
j  = δi / δ j . Let Li   be the relative 

loss rate ratio of class i, Li   = 

l i

l1+ l
2
+…l

n

 . Let Li
d

 

be the desired relative loss rate ratio of class i, that is, 

Li
d

 = 

δi

δ1+δ2+… δn
 . 

During the kth sampling period, the relative error is 

calculated as difference between the desired value 

and the observed value, that is,  

e
i (k) = Li

d

(k) - Li (k). 

    One property of the model is the sum of the 

relative errors is always zero since ∑
i= 1

n

ei (k) =0. 
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This important property makes it feasible for us to 

adaptively adjust the buffer allocation for a class 

independent of the adjustments of other classes while 

maintaining a constant overall buffer size. 

 

V.  IMPLEMENTATION OF PACKET 

SCHEDULING  

Here  we are implementing three modules to reduce 

the packet delay and increases the packet delivery 

ratio in the streaming applications. 

 Traffic model 

 Buffer model 

 Buffer Management Algorithm 

 Weight Priority Algorithm 

A. Traffic Model 

              Consider a collection of M streams in traffic 

model of small-sized packets, designated by 

S 1 , . . . , Sm . Each stream S m  is observed as a 

sequence of frames, f i
m

 , each consisting of a 

sequence of exactly k packets, p1
m, i , . . . , pk

m ,i

 . A 

packet p j
m, i

 is referred to as the j-packet of frame 

f i
m

, and its arrival time is denoted by a ( p j
m ,i) . 

When referring to packets, we will sometimes omit 

the frame index i, and use the notation {p j
m}j= 0,1,….  

when referring to the sequence of packets 

corresponding to stream S m , where p j
m

 denotes 

the jth packet of stream S m , and the ( j mod k )  

packet of frame 
¿

j

k
∨ ¿

m

f ¿

 (i.e., the 
¿

j
k
∨ ¿

th 

frame of stream S m ). The packets of a stream arrive 

in order, i.e., a(p j
mi)≤a ( p j+1

m )  for all j. The 

above notation implies the following structure on the 

arrival of packets in a stream S m  consisting of r
m  

frames: 

 
Fig 2: Example of an interleaved arrival sequence 

B. Buffer Model 

When the packets go into at a first-in-first-out buffer 

which can store up to B ≥  k packets and which can 

send out one packet per cycle. At first, the buffer is 

empty. Every cycle consists of two steps. The first 

step is called the delivery step, where, if the buffer is 

nonempty, the packets are transmitted on the link. 

The second step is called the arrival step. In this step 

the packets arrives at the buffer. At the discretion of 

the buffer management algorithm, some packets may 

be dropped, while other packets are stored in the 

buffer. The packets are dropped out that depends on 

the rank of the packets.       

C.  Buffer Management Algorithm 

There are two design criteria for the buffer 

management algorithm,  

 No-regret policy. Once a frame has a packet 

admitted to the buffer, make every attempt 

possible to deliver the complete frame 

 Ensure progress. Ensure the delivery of a 

complete frame as early as possible. To 

implement the first criterion, we will use a 

dynamic ranking scheme for the traffic. The 

second criterion takes form in the usage of 

preemption rules. The balancing between 

the two criteria is done by a definition of 

the delicate interplay between the ranking 

scheme and the preemption rules  

D. Weight Priority Algorithm 

 We present the main algorithm called 

WEIGHTPRIORITY, which follows the design 

criteria. In the beginning of the arrival step of any 

cycle t, and for every frame f i
m

 define its rank at t 

by  

r
t ( f i

m

) =( w t ( f i
m ,m ) 

        For completeness, we also define a tie breaking 

rule for frames of the same stream, where given any 

two such frames corresponding to the same stream, 

we consider the frame with the lower frame index as 

having the higher rank. 

         We say a frame is alive if none of its packets 

have been dropped yet, and a frame f i
m

  is said to 

be active at time t if fm i is alive at time t, and 

f i
m>0 . Note that by the definition of the streams, at 

any time t, at most one frame can be active in every 

stream. Since the rank of a frame depends on its 

weight and its invariant stream index, the rank of a 

frame does not change during the arrival step. 
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However, a frame can stop being alive during the 

arrival step due to having some of its packets 

dropped. 

 

 

VI. CONCLUSION 

The buffer management scheme is used for avoiding 

the packet losses. Because in the streaming 

applications each and every packets depends on other 

packets. So, if there is a loss in any packet the whole 

sequence is useless. To avoid these problems we use 

buffer management schemes to discard some of the 

packets that depends on the ranking schemes. In 

addition to that we use packet scheduling methods to 

improve the quality of service in the streaming 

applications.  

In the packet scheduling schemes both packet size 

and packet delay is taken into considerations. After 

that control-theoretic buffer management scheme is 

proposed. The packet scheduling with buffer  

management provides delay and bandwidth 

differentiation in an integrated way. The packet 

scheduling schemes are able to achieve the FBS-DD 

provisioning at different workload conditions.  

Securing multimedia data has become of utmost 

importance especially in the applications related to 

military purposes. Using innovative encryption 

algorithms for video   

sequences are necessary for protect the data. This can 

be done in future work. 
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