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Abstract— Automatic speech recognition is a process of 

recognizing speech based on the categories it belongs to. This 

process includes a proper training and testing pattern. The 

training pattern involves the feature extraction and storage to the 

database. The feature extraction may occur with the help of 

different algorithms like MFCC or any other pre-processing 

technique. The classification method involves the processing of 

the saved data against the uploaded data with the same extracted 

features. This paper also focuses on the speech emotion 

recognition process and the steps required to identify the emotion 

of the speech. This paper also represents the classification of the 

features of the speech files and their methods. 
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I. INTRODUCTION 

Speech is complex signal containing information about 

message, speaker, emotion, language etc. The dynamic 

requirements of automated systems have pushed the extent of 

recognition system to consider the precise way of command 

rather to run only on command templates. The idea correlates 

itself with the speaker identification at the same time 

recognizing the emotions of speaker. The acoustic processing 

field not only can identify „who‟ the speaker is but also tell 

„how‟ it is spoken to achieve the maximum natural 

interaction. This can also be used in the spoken dialogue 

system e.g. at call center applications where the support staff 

can handle the conversation in a more adjusting manner if the 

emotion of the caller is identified earlier. The human instinct 

recognizes emotions by observing both psycho-visual 

appearances and voice. Machines may not exactly emulate 

this natural tendency as it is but still they are not behind to 

replicate this human ability if speech processing is employed. 

Earlier investigations on speech open the doors to exploit the 

acoustic properties that deal with the emotions. At the other 

hand the signal processing tools like MATLAB and pattern 

recognition researcher‘s community developed the variety of 

algorithms (e.g. HMM, SVM) which completes needed 

resources to achieve the goal of recognizing emotions from 

speech. 

Spoken language is not just a means to access the information, 

but itself information. The speech is primary mode of 

communication among human being and also the most natural 

and efficient form of exchanging information among human in 

speech [1]. Speech Recognition can be defined as the process 

of converting speech signal to a sequence of words by means 

Algorithm implemented as a computer program. 

Communication among human beings is dominated by spoken 

language. Therefore, it is natural for people to expect speech 

interfaces with computers which can speak and recognize 

speech in native language. India has a linguistically rich area 

which has 18 constitutional languages, which are written in 10 

different scripts [2]. Machine recognition of speech involves 

generating a sequence of words best matches the given speech 

signal. Some of known applications include virtual reality, 

Multimedia searches, auto-attendants, travel Information and 

reservation, translators, natural language understanding and 

many more Applications [3]. 

 

In a generalized way, a speech emotion recognition system is 

an application of speech processing in which the patterns of 

derived speech features (MFCC, pitch) are mapped by the 

classifier (HMM) during the training and testing session using 

pattern recognition algorithms to detect the emotions from 

each of their corresponding patterns. The technique is 

synonymous to speaker recognition system but its different 

approach to detect emotions makes it intelligent and adds 

security to achieve better service in various applications [19]. 
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Figure 1: Basic speech emotion recognition system 

A. Relevant issues of ASR design 

Main issues on which recognition accuracy depends have been 

presented in the table [17]. 

 

 

TABLE 1: RELAVENT ISSUES OF ASR DESIGN 

II. AUTOMATIC SPEECH RECOGNITION 

Automatic speech recognition is the process of mapping an 

acoustic waveform into a text/the set of words which should 

be equivalent to the information being conveyed by the 

spoken words. This challenging field of research has almost 

made it possible to provide a PC which can perform as a 

stenographer, teach the students in their mother language and 

read the newspaper of reader‘s choice. The advent and 

development of ASR in the last 6 decades has resolved the 

issues of the requirements of certain level of literacy, typing 

skill, some level of proficiency in English, reading the 

monitor by blind or partially blind people, use of computer by 

physically challenged people and good hand-eye co-ordination 

for using mouse. In addition to this support, ASR application 

areas are increasing in number day by day. Research in 

Automatic Speech Recognition has various open issues such 

as Small/ Medium/ Large vocabulary, Isolated/ 

Connected/Continuous speech, Speaker Dependent/ 

Independent and Environmental robustness [9].  

 

A. Modules of ASR 

Automatic speech recognition system is comprised of modules 

as shown in the figure. 

1) Speech Signal acquisition: At this stage, Analogy speech 

signal is acquired through a high quality, noiseless, 

unidirectional microphone in .wav format and converted 

to digital speech signal.  

 

Figure 2: Block Diagram of ASR System 

2) Feature Extraction: Feature extraction is a very important 

phase of ASR development during which a parsimonious 

sequence of feature vectors is computed so as to provide a 

compact representation of the given input signal. Speech 

analysis of the speech signal acts as first stage of Feature 

extraction process where raw features describing the 

envelope of power spectrum are generated. An extended 

feature vector composed of static and dynamic features is 

compiled in the second stage. Finally this feature vector is 

transformed into more compact and robust vector. Feature 

extraction, using MFCC, is the famous technique used for 

feature extraction. 

 

 

Figure 3: Block Diagram of Feature Extraction 

3) Acoustic Modelling: Acoustic models are developed to 

link the observed features of the speech signals with the 

expected phonetics of the hypothesis word/sentence. For 

generating mapping between the basic speech units such 

as phones, tri-phones & syllables, a rigorous training is 

carried. During training, a pattern representative for the 

features of a class using one or more patterns 

corresponding to speech sounds of the same class.  
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4) Language & Lexical Modelling: Word ambiguity is an 

aspect which has to be handled carefully and acoustic 

model alone can‘t handle it. For continuous speech, word 

boundaries are major issue. Language model is used to 

resolve both these issues. Generally ASR systems use the 

stochastic language models. These probabilities are to be 

trained from a corpus. Language accepts the various 

competitive hypotheses of words from the acoustic 

models and thereby generates a probability for each 

sequence of words. Lexical model provides the 

pronunciation of the words in the specified language and 

contains the mapping between words and phones. 

Generally a canonical pronunciation available in ordinary 

dictionaries is used. To handle the issue of variability, 

multiple pronunciation variants for each word are covered 

in the lexicon but with care. A G2P system- Grapheme to 

Phoneme system is applied to better the performance the 

ASR system b predicting the pronunciation of words 

which are not found in the training data.  

5) Model Adaptation: The purpose of performing adaptation 

is to minimize the system‘s performance dependence on 

speaker‘s voice, microphones, transmission channel and 

acoustic environment so that the generalization capability 

of the system can be enhanced. Language model 

adaptation is focused at how to select the model for 

specific domain. Adaptation process identifies the nature 

of domain and, thereby, selects the specified model.  

6) Recognition: Recognition is a process where an unknown 

test pattern is compared with each sound class reference 

pattern and, thereby, a measure of similarity is computed. 

Two approaches are being used to match the patterns: 

First one is the Dynamic Time Warping based on the 

distance between the acoustic units and that of 

recognition. Second one is HMM based on the 

maximization of the occurrence probability between 

training and recognition units. To train the HMM and 

thereby to achieve good performance, a large, 

phonetically rich and balanced database is needed.  

B. Performance Parameters  

Accuracy and Speed are the criterion for measuring the 

performance of an automatic speech recognition system which 

are described below:  

1) Accuracy Parameters: Word Error Rate (WER) the WER 

is calculated by comparing the test set to the computer-

generated document and then counting the number of 

substitutions (S), deletions (D), and insertions (I) and 

dividing by the total number of words in the test set [5]. 

2) Speed Parameter: Real Time Factors parameter to 

evaluate speed of automatic speech recognition. P RTF = 

------ I where P: Time taken to process an input Duration 

of input I. RTF ≤ 1 implies real time processing.  

C. Performance Degradation  

Automatic speech recognition suffers degradation in 

recognition performance due to following inevitable factors:  

 

i. Prosodic and phonetic context  

ii. Speaking behaviour 

iii. Accent & Dialect  

iv. Transducer variability and distortions  

v. Adverse speaking conditions  

vi. Pronunciation  

vii. Transmission channel variability and distortions  

viii. Noisy acoustic environment  

ix. Vocabulary Size and domain  

Automatic Speech Recognition classification: 

The following tree structure emphasizes thespeech processing 

applications. Depending on the chosen criterion, Automatic 

Speech Recognition systems can be classified as shown in 

figure [17] 

 

Figure 4: Speech Processing Classification 

III. SPEECH EMOTION RECOGNITION 

Speech Emotion Algorithm refers to classifying the emotion 

of the speech. To proceed this section, the same procedure of 

ASR is repeated. There would be two sections in this segment 

namely a) Training and b) Testing. 

TRAINING SEGMENT: The training part would involve the 

integration of all kind of speech segments like happy, sad, 
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angry, aggressive etc. For this purpose the following steps will 

occur. 

i. Preprocessing: The preprocessing step includes the 

filter of the speech signal which has been taken for the 

input. The filter method can be applied using several 

techniques like threshold values or normal filter 

processing. 

ii. Feature Extraction: The feature extraction process is 

a compulsory step in this contrast. The step involves 

the extraction of the relevant features of the speech 

file. The feature extraction can be processed using 

different algorithms like MPCC or SIFT. 

TESTING SEGMENT: The testing segment involves the use of 

the classifiers on the basis of which the testing has been 

done.There are several classifiers in this scenario. Few of 

them are described as below. 

Support Vector Machine (SVM): 

Support vector machine classifier is used to make segments of 

selected data on the basis of emotions and simple text. Input 

data is presented in two sets of vectors in n-dimensional 

space, a separate hyper-plane is constructed in space due to 

which margin between two data sets maximize. 

 

Figure 5: Represents the SVM Classifier 

Kernel Function: During training a user need to define four 

standard kernels as following. A kernel function use of 

parameters such as γ, c, and degree that defined by user 

during training. 

 

 

TABLE 2: STANDARD KERNELS 

Naïve Bayes Classifier: 

Naïve Bayes is used as text classifier because of its simplicity 

and effectiveness. Simple (―naive‖) classification method 

based on Bayes rule. The Bayes rule is applied on document 

for the classification of text. The rule which is following is: 

 

 
                                                                                               (1) 

This rule is applied for a document d and a class c. Probability 

of A happening given to B can be find with the probability of 

B given to A. This algorithm work on the basis of likelihood 

in which probability of document B is same as frequency of 

words in A, on the basis of words collection and a frequency a 

category is represented. We can define frequency of word is 

number of time repetition in document define frequency of 

that word. We can assume n number of categories from C0 to 

Cn-1. Determining which category a document D is most 

associated with means calculating the probability that 

document D is in category Ci, written P(Ci|D), for each 

category Ci. Using the Bayes Rule, you can calculate P(Ci|D) 

by computing: 

 

 
                                                                                              (2) 

P(Ci|D) is the probability that document D is in category Ci; in 

document D bag of words is given by probability, which 

create in  category Ci. P(D|Ci) is the probability that for a 

given category Ci, the words in D appear in that category. 

P(Ci) is the probability of a given category; that is, the 

probability of a document being in category Ci without 

considering its contents. P(D) is the probability of that specific 

document occurring. We can classify text with procedure that 

required using above discussed parameters is as following: 

Back Propagation Neural Network: 

A BPANeural Network (BPANN) is a feed-forward, artificial 

neural network that has more than one layer of hidden units 

between its inputs and its outputs. Each hidden unit, j, 

typically uses the logistic function1 to map its total input from 

the layer below, xj , to the scalar state, yi that it sends to the 

layer above. 

 

,            (3) 

 

where bj is the bias of unit. j, i is an index over units in the 

layer below, and wij is a the weight on a connection to unit j 

from unit i in the layer below. For multiclass classification, 

output unit j converts its total input, xj, into a class probability, 

pj. 
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Figure 6: Represents the General Architecture of the BPA Neural Network. 

MFCC Algorithm: 

The first step in any automatic speech recognition system is to 

extract features i.e. identify the components of the audio 

signal that are good for identifying the linguistic content and 

discarding all the other stuff which carries information like 

background noise, emotion etc. 

The main point to understand about speech is that the sounds 

generated by a human are filtered by the shape of the vocal 

tract including tongue, teeth etc. This shape determines what 

sound comes out. If we can determine the shape accurately, 

this should give us an accurate representation of 

the phoneme being produced. The shape of the vocal tract 

manifests itself in the envelope of the short time power 

spectrum, and the job of MFCCs is to accurately represent this 

envelope. 

MFCC is based on the human peripheral auditory system. The 

human perception of the frequency contents of sounds for 

speech signals does not follow a linear scale. Thus for each 

tone with an actual frequency t measured in Hz, a subjective 

pitch is measured on a scale called the ‗Mel Scale‘ .The Mel 

frequency scale is a linear frequency spacing below 1000 Hz 

and logarithmic spacing above 1kHz.As a reference point, the 

pitch of a 1 kHz tone, 40 dB above the perceptual hearing 

threshold, is defined as 1000 Mels [18]. 

 

Mel Frequency Cepstral Coefficients (MFCCs) are a feature 

widely used in automatic speech and speaker recognition. 

They were introduced by Davis and Mermelstein in the 

1980's, and have been state-of-the-art ever since. Prior to the 

introduction of MFCCs, Linear Prediction Coefficients 

(LPCs) and Linear Prediction Cepstral Coefficients (LPCCs) 

and were the main feature type for automatic speech 

recognition (ASR). 

 

IV. CONCLUSION 

In this review, we have discussed the fundamentals of speech 

recognition and its recent progress is investigated. Speech 

recognition has been in development for more than 50 years, 

and has been entertained as an alternative access method for 

individuals with disabilities for almost as long. This paper also 

focuses on the emotion detection of the speech processing 

using different classifiers like SVM and Bayes. 
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