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Abstract: While the field of data mining has been studied
extensively, most of the work has concentrated on discovery of
patterns. Outlier detection is currently very active area of
research and finding outliers in a collection of patterns is a very
well-known problem in the data mining field. An outlier is a
pattern which is dissimilar with respect to the rest of the patterns
in the dataset. Depending upon the application domain, outliers
are of particular interest. In some cases presence of outliers are
adversely affect the conclusions drawn out of the analysis and
hence need to be eliminated beforehand. Detecting and removing
outliers is very important in data mining for an example error in
huge databases is common, most of the methods in data mining
address this problem to some extent, but not fully, and can be
improve by addressing the problem more directly. In this paper
we are reviewing the techniques of outlier detection.
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I. INTRODUCTION

An outlier is an observation of the data that deviates
from other observations so much that it arouses suspicions
that it was generated by a different mechanism from the most
part of data.Outliers may be erroneous or real in the following
sense. Real outliers are observations whose actual values are
very different than those observed for the rest of the data and
violate plausible relationships among variables. Erroneous
outliers are observations that are distorted due to misreporting
or misrecording errors in the data-collection process. Outliers
of either type may exert undue influence on the results of
statistical analysis, so they should be identified using reliable
detection methods prior to performing data analysis. Finding
outliers in a collection of patterns is a very well-known
problem in the data mining field. An outlier is unusual
pattern with respect to the rest of the patterns in the dataset.
Depending upon the application domain, outliers are of
particular interest. In some cases presence of outliers are
adversely affect the conclusions drawn out of the analysis and
hence need to be eliminated beforehand. There are varied
reasons for outlier generation in the first place. For example
outliers may be generated due to measurement impairments,
rare normal events exhibiting entirely different characteristics,
deliberate actions etc. Detecting outliers may lead to the
discovery of truly unexpected behavior and help avoid wrong
conclusions etc. Most of the existing work for outlier
detection over the data set only focus on detection rate of
outliers while ignoring the most important issue of data set

mining like, low memory requirements and high speed
algorithms to keep pace with high speed unbounded data set.
[1] [2][3]

In this work, we identify the points which are not
outliers using clustering and distance functions, and prune out
those points. Next, we calculate a distance-based measure for
all remaining points, which is used as a parameter to identify a
point to be an outlier or not. These techniques were highly
dependent on the parameters provided by the users and were
computationally expensive when applied to unbounded data
streams.[4]

II. RELATED WORK

Existing approaches to the problem of outlier
Detection are summarized as follows. Outlier detection
(deviation detection, exception mining, novelty detection, etc.)
is an important problem that has attracted wide interest and
numerous solutions. These solutions can be broadly classified
into several major ideas:

Model-Based Approach:
The complete processing of this approach is based on the
model. An explicit model of the domain is built (i.e., a model
of the heart, or of an oil refinery), and objects that do not fit
the model are flagged. Means depending upon the model
which we select for the processing on that only the complete
process depends. [2]
Disadvantage: Model-based methods require the building of a
model, which is often an expensive and difficult enterprise
requiring the input of a domain expert.

Connectedness Approach:
In domains where objects are linked (social networks,
biological networks), objects with few links are considered
potential anomalies. [5][6]
Disadvantage: Connectedness approaches are only defined for
datasets with linkage information.

Distance-Based Approach:
Given any distance measure, objects that have distances to
their nearest neighbours that exceed a specific threshold are
considered potential anomalies. In contrast to the above,
distance-based methods are much more flexible and robust.
They are defined for any data type for which we have a
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distance measure and do not require a detailed understanding
of the application domain. [7][8][9]

Cluster Based Approach:
The clustering based techniques involve a clustering step
which partitions the data into groups which contain similar
objects. The assumed behaviour of outliers is that they either
do not belong to any cluster, or belong to very small clusters,
or are forced to belong to a cluster where they are very
different from other members. Clustering based outlier
detection techniques have been enveloped which make use of
the fact that outliers do not belong to any cluster since they are
very few and different from the normal instances. [10][11][12]

Density-Based Approach:
In the Density Based approach, author Breunig et al described
one technique for the outlier detection. In which the outlier
detection is depend upon the density. Here Objects in low-
density regions of space are flagged.
Disadvantage: Density based models require the careful
settings of several parameters. It requires quadratic time
complexity.
It may rule out outliers close to some non-outliers patterns that
has low density.[13]

III. SYSTEM DESIGN

The proposed system will be identified to provide a
solution to the problem of outlier detection. Outlier Detection
i.e. searching for abnormal values. As an Example, we are
considering 1000 data elements in the data set. In first stage,
Partition the data set into number of chunks and each chunk
contain set of data. Suppose we made partitions the data set in
to 10 number of chunks each with 100 elements as P1 - - - -
P10.

Fig:1. Outlier Detection System

In second stage, over each chunk, apply clustering
method to figure out candidate outliers and safe region i.e.
grouping the data elements with each chunk. In the third stage,
applying distance based outlier detection algorithm (For
detecting outliers) over clusters with respect to centroid of

cluster. In the fourth stage giving a chance to the candidate
outlier to survive in next set, and allow it for appropriate
number of set chunks, and then declare candidate outliers as
real outliers or inliers.

A. Techniques Used:

I) Cluster-based approach:
Cluster based approach is here used to reduce the size of
dataset i.e., act as data reduction. First, cluster based technique
is used to form cluster of dataset. Once cluster are formed,
centroid of each cluster are calculated. Remove the data up to
certain radius as a real data. After removing the real data,
remaining data are the candidate outlier. Candidate outliers
are the temporary outlier.

Clustering algorithm (K-mean):
K-number of cluster, we assume the centroid or centre of
these clusters. We can take any random objects as the initial
centroids or the first K objects in sequence can also serve as
the initial centroids. Clustering is nothing but the grouping the
data.

The K means algorithm will do the following steps:
Generating clusters:

Iterate until stable (= no object move group)
Determine the centroid coordinate
Determine the distance of each object to the centroid
Group the object based on minimum distance
By this way we can cluster the entire dataset in to number of
clusters and calculate centroid of each cluster.
Find Candidate cells:
Remove the data up to certain radius as a real data. After
removing real data rest of the data will be candidate outlier.

II) Distance-based approach:
Distance based technique is used to find the distance from
centroid to candidate outlier. If this distance is greater than
some threshold then it will declare as “outlier” otherwise as a
real object.

Distance-based Algorithm steps:
i) Centroid of each cluster is calculated
ii) Calculate distance of each point (candidate outlier) from
centroid of the cluster.
ii) If Distance >Threshold then it will declare finally as
“outlier” otherwise as a “real” data.

B. Cluster Based and Distance Based Approach:
Clustering algorithms can be classified according to the

method adopted to define the individual clusters. The
algorithm is based on clusters and the distance measure
between two objects. Basically the goal is to minimize the
distance of every object from the centre of the cluster to which
the object belongs.
The algorithm starts with an initial solution and then involves
an iterative scheme that operates over a fixed number of
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clusters, while a stopping criterion is met, i.e. the centers of
the clusters stop changing.

Algorithm contains simple steps as follows.

Hybrid Algorithm for Outlier Detection:
Require K: Number of cluster
Require X j : { x1,x 2,x3………..,xN }
Require N: Chunk size
Require T: Threshold
Step 1: Input a chunk of stream X j : { x1,x 2,x3………..,xN }
Setp 2: Cluster the chunk in fixed number of cluster K
K-mean(X j, K)
Step 3: Find the point having maximum distance in each
cluster .
Step 4: using maximum distance of each cluster separate the
inliers and candidate outliers for each cluster.
Step 5 : Set the Threshold.
Step 6: Discard the safe region or inliers of each cluster.

The number of iterations depends upon the dataset,
and upon the quality of initial clustering data. The k-means
algorithm is very simple and reasonably effective in most
cases. Completely different final clusters can arise from
differences in the initial randomly chosen cluster centers.

IV. TESTING

Medical Diagnosis Data Set.: In real-world data repositories,
is hard to find a data set for evaluating outlier detection
algorithms, because only for very few real-world data sets it is
exactly known which objects are really behaving differently.
In this experiment, we use a medical data set, WDBC
(Diagnosis), which has been used for nuclear feature
extraction for tumour diagnosis. The data set contains 569
medical diagnosis records (objects), each with 32 attributes
(ID, diagnosis, 30 real-valued input features).

The diagnosis is binary: Benign and Malignant. We
regard the objects labelled Benign as normal data. In the
experiment we use all 357 benign diagnosis records as normal
objects and added five numbers of malignant diagnosis
records into normal objects as outliers. By varying the
neighbourhood size, k, we measure the percentage of real
outliers detected.

Number of attributes: 32 (ID, diagnosis, 30 real-valued input
features)

Attribute information:

1) ID number

2) Diagnosis (M = malignant, B = benign)

3) 3-32 Parameters

The Cluster based and distance based approach is applied on
the data which is shown above.

The result of Outlier detection is shown in fig:2.
There are the three Clusters.In the first Cluster there are five
outliers , in the second cluster there are 29 outliers and in the
third cluster there are 225 outliers.

Fig:2. Result Showing Outliers

V. CONCLUSION

Up till now there are various techniques to find the outliers
but they are not efficient as they completely rely on single
technique, we have implemented this hybrid approach which
works very effectively and detects the outliers properly. In this
way, identifying the parameters and features of techniques
used like cluster based and distance based approaches; the
hybrid model will provide solution to the problem of outlier
detection.
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