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Abstract— In this present trend Authentic plays a very crucial 

role.our project is a blend of  SVM. SVM could produce pool 

based active learning.Our theme is to access to a pool of 

unlabeled instances and can request the labels for some number 

of them. In the above instance, if the classification categories are 
not approximately equally represented. We propose an efficient 

method based on active learning strategy to retrieve large text 

categories. At each feedback step, the system optimizes the text 

presented to the user in order to speed up the retrieval . Here we 

use SVM method to make our project different from normal text 
Processing. Support vector machines (SVM) have met with 

significant success in numerous real-world learning tasks. 

However, like most machine learning algorithms, they are 

generally applied using a randomly selected training set classified 
in advance. We introduce a new algorithm for performing active 

learning with support vector machines, i.e., an algorithm for 

choosing which instances to request next. We provide a 

theoretical motivation for the algorithm using the notion of   a 

version space our active learning method can significantly reduce 
the need for labelled training instances in both the standard 

inductive and transductive  settings. One of the most critical 

problems for machine learning methods is over fitting. The over 

fitting problem is a phenomenon in which the accuracy of the 

model on unseen data is poor where as the training accuracy is 
nearly perfect. This problem is particularly severe in complex 

models that have a large set of parameters. In this paper, we 

propose a deep learning neutral network model that adapts the 

support vector data description (SVDD). The SVDD is a variant 

of the SVM, which has high generalization performance by 
acquiring a maximal margin in one class classification problems. 

The proposed model strives to obtain the representational power 

of deep learning. Generalization performance is maintained 

using the SVDD. The experimental results showed that the 

proposed model can learn multiclass data without severe over 
fitting problems 

 

Keywords— Acti ve learning, Support vector machine, 

Classification, Selective sampling, Support vector data 

description, Deep learning, Pattern recognition, Generalization, 
Relevance feedback. 

 

Introduction 

Machine learning algorithms for pattern recognition inherently 

rely on the characteristics of extracted features. Deep learning 

models learn  complicated    functions with  large data sets to 

extract high-level features automatically through deep-layered 

neural network structures Conventional deep neural network 

architectures use mult iple hidden layers instead of a single 

hidden layer. However, it is usually difficu lt to identify an 

adequate learning algorithm to train  those inter connection 

weights with multip le h idden layers. Thus, the interconnection 

weights in mult iple layers are expected to replace manual 

domain-specific feature engineering in the case of 

conventional machine learning. 

     

Moreover, recent neuroscience research has provided further 

elucidation and background information for efficiently  

constructing deep feature ext raction the SVM is a supervised 

machine learn ing algorithm. An SVM with a shallow layer 

structure is commonly used for classification and regression, 

particularly with the kernel trick, which performs predictions 

for new inputs depending only on the kernel function evaluate 

data sparse subset of training data points it constructs an 

optimal decision hyperplane in the context of the maximal 

margin. In the SVM, maximal margin guarantees a high 

generalization performance   SVMs are  usually sensitive to 

noise patterns or outliers because a relatively  small number of 

mislabeled examples or outliers can dramat ically decrease the 

performance. In other words, an  outlier can  critically  affect  

the decision boundary and calculation of the margin. 

 

TEXT PROCESSING: 

In computing, the term text processing refers to the discipline 

of mechanizing the creat ion or manipulation of electronic text. 

Text usually refers to all the alphanumeric characters specified  

on the keyboard of the person performing the mechanization, 

but in general text  here means the abstraction layer that is one 

layer above the standard character encoding of the target text. 

The term processing refers to automated (or mechanized) 

processing, as opposed to the same manipulation done 

manually. 

 

Text processing involves computer commands which invoke 

content, content changes, and cursor movement, for example 

to search and replace format generate a processed report of the 

content of, or filter a file or report of a text file. 

 

The text processing of a regular expression is a virtual editing 

machine, having a      primit ive programming language that 

has named registers (identifiers), and   named positions in the 

sequence of characters comprising the text. Using these "text 
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processor" can, for example, mark a reg ion of text, and then 

move it.          

        

The text p rocessing of a utility is a filter p rogram, or filter. 

These two mechanisms comprise text processing. 

  

SUPPORT VECTOR DATA DESCRIPTION: 

The SVDD is a variant of the conventional SVM, as 

mentioned previously; therefore, both the SVM and the 

SVDD are briefly described in this subsection. The SVM is a 

supervised learning method that is widely used in 

classification and regression tasks. For the linearly separable 

problem, the SVM obtains the maximal margin hyperplane, 

and the distance from the hyperplanet the nearest data point 

one   side is maximized. The SVM support vectors indicate 

the training data points closest to the hyperplane. To define 

decision boundaries, the SVM formulation therefore depends 

on the support vectors, which are the sample points at the 

discriminatory boundary and within the separating margins of 

the two classes. The SVDD has been successfully applied in a 

wide variety of application domains, such as handwritten digit  

recognition, facial recognition, and anomaly  detection. The 

closed hypersphere of SVDD separates the inner region with a 

high density of data from the outer reg ion with low density. In 

general, because the probability density estimation of the 

target data requires numerous samples, the SVDD creates a 

description of training data by constructing the sphere around 

the given data; the boundary can be used to detect which 

objects resemble the learned training set. 

 

Fig. 1:  shows the confidence data number of  the Climates 

data set according to the depth of the model. The bar heights 

mark the number of confidence data; the white and black areas 

represent the portions of positive and negative classes, 

respectively .As the depth of the model increases by learning  

in a greedy manner, the confidence data for the model 

increases.  

           

 

 
 

Fig 1:decision boundaries of deep layers (a)Second layer 
(b)Eighth layer (c)fourteenth layer (d)Twetieth layer 

 

PROPOSED MODEL: 

In   the proposed model, as in conventional artificial neural 

networks, the input vector of one hidden layer is the 

concatenation of output values of the previous layer .As a 

result, the     dimensionality of the input vector for the hidden 

layers is fixed to k for k-class problems. However, in the 

proposed model, unlike conventional art ificial neural 

networks, both the final layer and intermediate layer scan 

provide their decision on the test data. Because the description 

can be viewed  as the value related to a confidence measure on 

the decision of each SVDD node, if the data do not satisfy a 

confidence rule ,the given data are re-entered into the next 

layer with the transformed feature vector. Otherwise, the 

current layer presents a final decision on the data. This is 

illustrated by the two-dimensional example in Fig. 2. In Fig. 2, 

a1 is the center of a class sphere, and u1 and u2 represent each 

axis of the two-dimensional data. The solid line depicts the 

boundary of the sphere the area of the sphere that contains a 

test sample is identified  as the class label. The dashed line 

denotes the class confidence region. If a g iven data sum x1 

with two dimensions lies in the confidence region, it is 

determined to be the class label. If it lies outside the 

confidence region, the current SVDD node does not make a  

decision for this datum. In the layer consisting of mult iple 

SVDD nodes, if no SVDD nodes make a decision o r several 

nodes classify the datum as their class simultaneously, the 

datum is considered as suspicious one, 
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               Fig 2:Proposed Model 
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