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Abstract— Data clustering is one of the most popular techniques 

in data mining. Clustering high-dimensional data is the cluster 
analysis of data which have anywhere from a few dozen to many 

thousands of dimensions. Such high-dimensional data spaces are 

often encountered in areas. There are many Web service 

companies which provide their services to society contain the 

data i.e., high dimensional data. Different optimization 
techniques have been applied to investigate the optimal 

solution for clustering problems but the accuracy is low when 

applied to high dimensional data.  Swarm intelligence (SI) is one 

such optimization technique whose algorithms have successfully 

been demonstrated as solutions for different data clustering 
domains with high dimensions. Artificial bee colony algorithm 

(ABC) is an optimization algorithm obtained from SI. It based on 

the intelligent foraging behaviour of honey bee swarm. We 

analyze the algorithm which had given the optimised solution. 

 
Keywords-- High-dimensional data, Web service, Swarm 

Intelligence, Artificial bee colony. 

I. INTRO DUCTIO N 

Extracting informat ion from large  data becomes difficult. On  

one hand, the increase in the amount of data adds to the 

possibility of the data possessing more information but on the 

other hand, it decreases the speed of pattern extraction. 

Knowledge Discovery and Data mining (KDD) has made 

possible the discovery of such useful and hidden patterns in 

the data. 

          

 
 

KDD is the process of automatically searching large volumes 

of data for previously unknown, potentially interesting and 

informat ive patterns. KDD techniques are main ly in fluenced 

by modern informat ion explorat ion techniques; however, they 

also rely on traditional computational techniques from 

statistics, information retrieval, machine learning and pattern 

recognition. 

 

Data clustering, one of the most important techniques in data 

mining aims to group unlabeled data into different groups on 

the basis of similarities and dissimilarities between the data 

elements.     

 
A typical clustering process involves feature selection, 

selection of a similarity measure, grouping of data, and 

assessment of the output. The process can be performed in a 

supervised, semi supervised, or unsupervised manner. 

Different algorithms have been proposed that take into 

account the nature of the data, the 

quantity of the data, and other input parameters in  order to 

cluster the data.. 

 

II. EXISTING SYSTEM 

Data clustering has received a lot of attention from 

researchers of various data mining domains. This has resulted 

in a number of approaches being suggested to address one or 

other aspects of the data clustering problem. Two of the most 

commonly used clustering approaches are partition-based 

clustering and hierarchy-based clustering. 
 

Partit ion-based clustering divides  the data into different 

groups based on similarities and dissimilarities among the data 

elements. Similarity measures differ from application to 

application, but the most common measures are dis tance-

based, pattern-based, and density-based similarity measures. 

In distance-based similarity measures, a distance function is 
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used to calculate the relative position of a data element inside 

the cluster by comparing it with the center of the cluster i.e. 

the centroid. K-means clustering technique is one of the 

foundations of the partitional approaches . 
 

Hierarchical clustering provides a sequence of nested 

partitions of the dataset in the form of a hierarchy. It d ivides 

the data into a nested tree structure where the levels of the tree 

show similarity or d issimilarity among the clusters at different 

levels. A hierarchical approach is either agglomerative or 

divisive. A d ivisive approach is based on the splitting of one 

large cluster into sub clusters. In the agglomerative  

approach, the clustering process starts with every data element 

in an individual cluster. The visualization of hierarchical 

clustering can be shown using a dendrogram.  

 

DEMERITS: 

Limitations occurred when clustering is applied to high 

dimensional data are  

1. Poor accuracy for high dimensional data as it cannot 

handle it.  

2.  Efficiency is low.  

3. Apart from their advantages, both techniques have 

deficiencies in terms of shape and structure of clusters, 

exact number of clusters, clustering configuration and 

degeneracy.  

 

To tackle these problems, optimizat ion-based techniques have 

been investigated for data clustering. 

       

III.PRO PO SED SYSTEM 

Artificial Intelligence (AI) is one of the oldest and best known 

research fields. Swarm intelligence in evolutionary 

computation explo its the behaviour informat ion obtained from 

self-organizing agents (swarm) without supervision (DE). 

The term swarm is used for an aggregation of animals like 

fishes, birds and insects such as ants, termites and bees 

performing collective behaviour. SI is defined as the 

collective behaviour of decentralized and self-o rganized  

swarms. 

 

The approaches which are based on bee colony, called 

artificial bee colony (ABC). The collective intelligence 

of honey bee swarms consists of three essential components: 

food sources, employed foragers and unemployed foragers, 

and the model defines two lead ing modes of the behaviour: 

the recruitment to a rich nectar source and the abandonment of 

a poor source. 

 

 
 

The colony of artificial bees in ABC contains three groups of 

bees: employed bees associated with specific food source, 

onlooker bees watching the dance of employed bees within  

the hive to choose a food source, and scout bees searching for 

food sources randomly. Both onlookers and scouts are also 

called unemployed bees. Initially, all food source positions are 

discovered by scout bees. Thereafter, the nectar of food 

sources are exp loited by employed bees and onlooker bees, 

and this continual exp loitation will ultimately cause them to 

become exhausted. Then, the employed bee which was 

exploit ing the exhausted food source becomes a scout bee in 

search of further food sources once again. In other words, the 

employed bee whose food source has been exhausted becomes 

a scout bee. In ABC, the position of a food source represents a 

possible solution to the problem and the nectar amount of a 

food source corresponds to the quality (fitness) of the 

associated solution. In the basic form, the number of 
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employed bees is equal to the number of food sources 

(solutions) since each employed bee is associated with  

one and only one food source. 

 

MERITS: 

1. Accuracy is maintained as each bee has their correspond 

functionalities. 

2. Performance is high as the task is shared by them.  
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