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Abstract —  A microarray measures the expression levels of 

thousands of genes at the same time. Clustering helps to analyse 
microarray gene expression data. In this paper, have 

implemented a biclustering algorithm to identify subgroups of 

data which shows correlated behaviour under specific 

experimental conditions. In the process of finding biclusters, 

Fuzzy K-means clustering is used to cluster the genes and 
samples with maximum membership function. Both 

dimensionality and reducing the gene shaving are done using 

principal component analysis & gene filtering with the function 

respectively. This method obtains highly correlated sub matrices 

of the gene expression dataset. Biclustering is a NP-hard problem 
therefore which is implemented biclustering in multi -core 

parallel environment to reduce the computational time of the 

algorithm. Besides have compared the results with other parallel 

& sequential algorithm to show the effectiveness of the 

algorithm. 
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I. INTRO DUCTIO N 

Microarray helps in studying the variations of many genes 

simultaneously. With the development of microarray  

techniques, a lot of work has been done on the analysis of 

gene expression data. Microarray experiments, identifies co-

expressed genes that share similar expression patterns [1]. 

Clustering is the key  in itial step in  the analysis of gene 

expression data to find the co-expressed genes. In the previous 

studies, it has been found that the genes showing similar 

expression patterns are likely to be involved in same cellu lar 

processes. When the pattern that related genes showing 

similar t ranscriptional behaviour under a subset of condition is 

called  bicluster [3, 4]. It is a  type of subspace clustering. 

Generally, a gene only belongs to one cluster but in 

practicality, a  gene involves many cellular p rocesses, so a 

gene may belong to more than one cluster. A better solution 

would be to introduce fuzzy concepts at the time of gene 

clustering because impact of biclustering will be more obvious. 

Strong correlations of expression patterns between the genes 

indicated as co-regulation and are controlled by same 

regulatory mechanis ms [1, 2]. One of the major characteristic 

of gene expression data is to find meaningful clusters or 

groups with  respect to both genes and samples dimensions. 

Hartigan developed the two way clustering approach for 

biclustering, and Cheng and Church were the first to use this 

concept for microarray data analysis [22] [7]. Wei et al. 

proposed a parallel b iclustering algorithm based on antimonite 

ones property of the quality of the data sets with their sizes. 

Tewfik et  al., proposed parallel biclustering of genes with 

coherent evolutions [11] [9]. It finds all b iclusters with a 

specified minimum numbers of genes and conditions in the 

datasets. Jiang et  al., proposed mining approach for coherent 

gene clusters from microarray gene expression data set; they 

have presented two approaches namely sample gene search 

and gene-sample search to mine a set of coherent gene clusters 

[15]. The serial version of Interrelated Two-Way Clustering 

which is proposed and parallelized in and tested to find 

biclusters. Chandra et.al, has also used this concept to find 

biclusters in gene expression data with fuzzy approach [5] 

[18][6]. In this paper the concept of fuzzy  c-means to cluster 

the genes and sample dimensions. In the next  step maximize 

the sum of distances between the genes having maximum 

membership function to find the gene canters. For the 

preparation of biclusters the gene entropy filters and Principal 

component analysis for the gene shaving process. The main  

goal of the algorithm is to find coherent values of gene 

bicluster one set at a t ime with this new approach. Parallel 

approach of the algorithm on mult icore processor is provided 

the better performance than sequential one. 

II. RELATED WO RKS 

An easy way to comply with the journal paper formatting  

Clusters has been studied since years. Based on the previous 

idea, (Lazzeron i et al., 2000) presents the plaid models, in  

which the data matrix is described as a linear function of 

layers corresponding to its biclusters and shows how to 

estimate a model using an iterative maximization process. 

Shamir (Shamir et al., 2002) proposes a new method to obtain 

biclusters based on a combination of g raph theoretical and 

statistical modeling of data. In this model, a gene responds to 

a condition when its expression level changes significantly at 

that condition of its normal level [12] [13]. In  a recent work 

(Liu et al., 2004), a generalization of OPSM model is 

introduced and presented [14] [15]. The OPSM model is based 

on the search of biclusters in which a subset of genes induces 

a similar linear ordering along a subset of conditions. Some 

techniques search for specific structures in data matrix to find 

biclusters: (Gerstein et al., 2003) creates a method for 

clustering genes and conditions simultaneously based on the 

search of ―checkerboard patterns in matrices of gene 

expression data [16]. The data is already processed by 

normalizat ion in a spectral framework model (several schemes 

built around the idea of putting the genes on the same scale so 
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that they have the same average level of expression across the 

same conditions). Evolutionary computation techniques have 

also been used in this research area. These techniques us e 

aspects from natural selection within computer science, 

including genetic algorithms, genetic programming and 

evolutionary strategies. In an evolutionary technique, the 

following a sequential covering strategy and measuring the 

mean squared residue, is used based on the search of 

biclusters [17]. Another approach is pattern-based clustering, 

that captures the similarity of the patterns exhibited by a 

bicluster. In  general a set of, given objects, a  subset of these 

objects form a pattern-based cluster follows a similar pattern 

in a subset of dimensions. Wang et al., p roposes a depth-first 

algorithm for detecting pattern based clusters [11]. In order to 

speed up the process and to avoid the repetit ion of 

computations, the algorithm uses a suffix tree to efficiently  

enumerate the possible combinations of row and column sets 

that represent a bicluster. Liu and Wang also proposed an 

exhaustive bicluster enumeration algorithm, which is based on 

a model that generalizes the order preserving sub matrix 

model [10] [18]. The objective of finding all b iclusters that, 

after column reordering, represent coherent evolutions of the 

symbols in the matrix is achieved by using a pattern discovery 

algorithm inspired in sequential pattern mining algorithms 

[19]. Another algorithm used in the pattern-based clustering 

model is proposed in [20]. This algorithm mines only the 

maximal pattern-based clusters. It conducts a depth first, 

divide and conquer search and prunes unnecessary branches 

smartly. Most of these previous techniques  search for one or 

two types of biclusters among four that have been identified in  

the literature [21]: b iclusters with constant values, biclusters 

with constant values on rows or columns, biclusters with 

coherent values, and biclusters with coherent evolu tion. 

Constant biclusters in a gene expression matrix identify  

subsets of genes with equal expression values within a subset 

of conditions. Biclusters with constant values along rows 

indicate a subset of genes with expression levels that do not 

change across a subset of conditions, irrespective of the actual 

expression levels of the ind ividual genes. Biclusters with 

constant columns isolate a subset of conditions for which a 

subset of genes have constant expression values that may 

differ from condition to condition. Much of the prior work, 

however, has focused on finding more complex relations 

between genes and conditions by looking for biclusters with 

coherent values or evolutions. Such biclusters allow for 

variation in the actual numerical values of the gene expression 

levels. Instead, they focus on the behavior of the gene 

expression levels across subsets of genes or conditions. Gene 

expression levels in  biclusters of coherent values obey 

additive or multip licat ive models on rows or columns. Our 

focus here, and indeed that of most researchers, is on finding 

subsets of genes that are up regulated or down regulated 

across a subset of conditions irrespective of their actual 

expression values or subsets of conditions that have always 

the same or opposite effects on a subset of genes. Most 

previous techniques are also greedy and will miss some 

biclusters that satisfy their definit ion of a valid bicluster. 

Many of these pioneering approaches used a cost function to 

define biclusters. In many cases, the cost function will 

measure the square deviation from the sum of the mean value 

of expression levels in the entire bicluster and the mean values 

of expression levels along each row and column in the 

bicluster [22]. 

III.METHO DO LO GY 

The proposed approach consists of three stages namely   

finding of co-regulated biclusters using Bimax algorithm, 

dimensionality reduction using LFDA and clustering using 

Fuzzy K-Means Clustering Algorithm (FKM). 

 

FINDING OF COREGULATED BICLUSTERS USING 

BIMAX ALGORITHM 

The diagram for finding the co regulated clusters using 

algorithm is shown in Fig.1. The input is gene sequence f the 

micro  array data. Enhanced Bimax algorithm is used to 

display a maximal biclusters value and displays a co regulated 

biclusters. The Enhanced Bimax algorithm is used to measure 

a particular gene is present or not. It also finds the 

transcription sites of the co regulated biclusters. 

Normalizat ion technique used to specify genes are presented 

in the particu lar group or not. The output is display the 

transcription factors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Block diagram for mining co regulated bicluster. 

 

A. Bimax Algorithm 

The Bimax algorithm needs to guarantee the only optimal, 

inclusion-maximal b iclusters which is to be generated. The 

problem arises because V contains parts of the biclusters 

found in U, and as a consequence needs to ensure that the 

algorithm only considers those biclusters in V that extend over 

CV. The parameter Z serves this goal. It  contains sets of 

columns that restrict the number of admissible biclusters. It  is 

used to specify the genes and conditions. It is used to specify 

the analysis of DNA ch ips and gene networks. The algorithm 

realizes the divide-and-conquer strategy. Fig. 1 describes an 

original Bimax algorithm. It  consists of three procedures. 

Enhanced Bimax algorithm 

 
Normalization 

Technique 

Bimax 

Algorithm 

Mining 

CoregulatedBicluste

r 

 

Display a 

CoregulatedBicluster 

 

Gene Sequence 
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They are Enhanced Bimax, Conquer and Divide. Conquer 

function is call and check the condition is if the genes and 

conditions are equal then the partitioning is begin, otherwise it  

stop the process. Second step is split the data and 

normalizat ion technique is used to group the splited data. It is 

used to find all add the maximum groups in general gene 

expression data. Each  co regulated genes are grouping 

together the particular expression value and the particular 

situation. 

 

B. Proposed Enhanced Bimax Algorithm 

Enhanced Bimax algorithm can contain two procedures. Fig. 2 

describes a flowchart for Proposed Enhanced Bimax 

algorithm. 

 

(BSP) is a method for recursively subdividing a space into 

convex sets by hyper planes. This subdivision gives rise to a 

representation of the scene by means of a tree data structure 

known as a BSP tree. Normalizat ion is the process of isolating 

statistical error in repeated measured data. Quintile 

normalizat ion for instance, is normalization based on the 

magnitude of the measures. The goals in doing eliminate all 

the redundant data and ensure data dependencies. The 

numbers of genes that reproducibly showed and the un-

normalized data and normalized data are displayed on the co-

regulated biclusters. Enhanced Bimax algorithm is applied  

data mining technique on clustering. In the clustering similar 

samples and similar gene probes are organized in a fashion so 

that they would lie close together. It consists of three 

procedures. They are Enhanced Bimax, BFS and BSP. 

 

 

 

Fig. 2  Flow Chart for Proposed Enhanced Bimax Algorithm 

 

First step is normalization technique which is used to remove 

the redundant data and for grouping genes in the specific 

conditions. Binary Space Partitioning function is call and 

check the condition is if the genes and conditions are equal 

then the partitioning is begin. Otherwise it  stops the process. It 

specifies that a particular gene is present in the given group 

then it is represents a one. With these maximum groups in 

general gene expression data can be found. Each co regulated 

genes are grouping together the particular expression value 

and the particular situation. Otherwise the gene is not present 

in the given group an it is representing as zero. Fig. 2 

describes a proposed Enhanced Bimax algorithm [23]. 

C. LOCAL FISHER’S DISCRIMINANT ANALYSIS 

(LFDA) FOR DIMENSIONALITY REDUCTION 

Assume the training samples 

, 

where  is the th training sample, is the corresponding 

label of  , c  is the number of classes and is the total number 

of train ing samples. Let be the number o f training samples 

in class and . 

Start 

Enhanced Bimax 

Normalization 

Technique 

Bimax 

Find a Co-

regulated 

Biclusters 

Display a Co-regulated 

Biclusters 

Stop 

No 
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A. LFDA 

LFDA is a recent extension to LDA that can effectively  

handle the multi-modal/non-Gaussian problem. It  is a  

supervised feature projection technique that effectively  

combines the properties of LDA and an unsupervised 

manifold  learning technique—Locality Preserving Project ion 

(LPP) [13]. For more information about LPP, readers are 

referred to [11]. The overall idea of LFDA is to obtain  a good 

separation of samples from different classes while preserving 

the local structure of point-clouds of each class [23]. 

 

The local within-class scatter matrix and the local 

between class scatter matrix used in LFDA are defined as 

follows 

 

 

Where and  are  matrices defined as 

 

 

The affinity matrix used in this work is defined as  

 

Where represents the local scaling of 

data samples in the neighborhood of , and  is the          

th-nearest neighbor of . 

The transformation matrix of LFDA can then be 

computed by maximizing the local Fisher’s ratio. 

 

 
which can be solved as a generalized eigenvalue problem 

involving and . 

D. CLUSTERING OF GENE EXPRESSION DATA 

USING FUZZY K-MEANS CLUSTERING 

ALGORITHM (FKM) 

The fuzzy k-means clustering (FKM) algorithm performs  

iteratively  the partition step and new cluster representative 

generation step until convergence.  

The fuzzy k-means clustering algorithm part itions data points 

into k clusters  and clusters  are 

associated with representatives (cluster center) The 

relationship between a data point and cluster representative is 

fuzzy. That is, a  membership  is used to 

represent the degree of belongingness of data point and 

cluster center . Denote the set of data points as . 

The FKM algorithm is based on minimizing the following 

distortion: 

 

with respect to the cluster representatives  and memberships 

, where N is the number of data points; m is the fuzzifier 

parameter; k is the number of clusters; and  is the squared 

Euclidean distance between data point and cluster 

representative . It is noted that  should satisfy the 

following constraint: 

 
The major process of FKM is mapping a g iven set of 

representative vectors into an improved one through 

partitioning data points. It begins with a set of initial cluster 

centers and repeats this mapping process until a stopping 

criterion is satisfied. It  is supposed that no two clusters have 

the same cluster representative. In the case that two cluster 

centers coincide, a cluster center should be perturbed to avoid 

coincidence in the iterative p rocess. If , then 

 and for l ≠ j, where η is a very s mall 

positive number. The fuzzy k-means clustering algorithm is 

now presented as follows. 

1. Input a set of initial cluster centers  

and the value of ε. Set p = 1.  

2. Given the set of cluster centers , compute for 

i = 1 to N and j = 1 to  k. Update memberships  

using the following equation:  

 

If  set where η is a very small 

positive number.  
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3. Compute the center for each cluster using Eq. (4) to 

obtain a new set of cluster representatives .  

 

4. If for j = 1 to k, then 

stop, where ε > 0 is a very s mall positive number. 

Otherwise set p + 1 → p and go to step 2. 

The major computational complexity of FKM is from steps 2 

and 3. However, the computational complexity of step 3 is 

much less than that of step 2. Therefore the computational 

complexity, in terms of the number of d istance calculations, of 

FKM is O(Nkt), where t is the number of iterations. 

IV. CO NCLUSIONS 

In this paper, another new approach of two way clustering of 

gene expression data has been proposed in multicore 

environment. The approach uses fuzzy C-means clustering 

algorithm for grouping genes and sample dimensions, two 

gene expression used by yeast S. cerevisiae Cho et al., and 

Tavazoie et al., data. Gene Entropy filtering shows the good 

performance in gene shaving, because it removed the 

maximum waste and noisy data and to rank the informative 

genes. Based on performance of PCA, it is a good powerful 

bicluster verification tool and it has the ability to remove 

correlation of the data. The study of results of biclustering 

also shows that the number of clusters of genes with two and 

four respectively. Size two gives larger biclusters whereas size 

four has given smaller one as compared to both the dataset. It 

can be assumed that large number of clustering with smaller 

biclusters shows more cohesiveness of the biclusters. The 

overall results demonstrated that this approach outrun parallel 

fuzzy interrelated two ways clustering even with reduced 

number of genes. 
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