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Abstract—In this work we have proposed an image De-noising 

method of noisy image using Undecimated Discrete Wavelet 

Transform (UDWT). The proposed method based on the 

concept of wavelet thresholding by using Undecimated wavelet 

transform. The performance of image de-noising of noisy 

image is shown in terms of Peak Signal to Noise Ratio (PSNR), 

Mean Square Error (MSE )& is compared with Discrete 

Wavelet Transform (DWT). The performance of calculated 

result shows improvement in terms of Mean Square Error and 

Peak Signal to Noise Ratio. Experimental results on several test 

images like ‘Lena’ by using proposed method shows that this 

method yields significantly superior image quality and better 

Peak Signal to Noise Ratio (PSNR). Here, to prove the 

efficiency of this method in image denoising, we have 

compared this with various denoising methods like wiener 

filter, Average filter, VisuShrink and BayesShrink, HMT etc.  

Keywords— Undecimated Discrete Wavelet Transform 

(UDWT), Discrete Wavelet Transform (DWT), Gaussian 

Noise,  Image Denoising, Filter Banks and Thresholding.  

 

      I.  INTRODUCTION  

An image is often corrupted by noise in its acquisition and 

transmission. For example during the image acquisition, the 

performance of imaging sensors is affected by a variety of 

factors, such as environmental conditions and by the quality of 

the sensing elements themselves. For instance, in acquiring 

images with a CCD camera, light levels and sensor temperature 

are major factors affecting the amount of noise in the resulting 

image. Images are also corrupted during transmission, due to 

interference in the channel used for transmission. Image 

denoising techniques are necessary to remove such random 

additive noises while retaining as much as possible the important 

signal features. The main objective of these types of random 

noise removal is to suppress the noise while preserving the 

original image details.  Statistical filters like Average filter [1] 

[2], Wiener filter [3] can be used for removing such noises but 

the wavelet based denoising techniques proved better results 

than these filters. In general, image de-noising imposes a 

compromise between noise reduction and preserving significant 

image details. To achieve a good performance in this respect, a 

denoising  algorithm has to adapt to image discontinuities. The 

wavelet representation naturally facilitates the construction of 

such spatially adaptive algorithms. It compresses essential 

information in a signal into relatively few, large coefficients, 

which represent image details at different resolution scales. In 

recent years there has been a fair amount of research on wavelet 

thresholding and threshold selection for signal and image 

denoising [4] [5] [6] [7] [8] [9], because wavelet provides an 

appropriate basis for separating noisy signal from image signal. 

Many wavelet based thresholding techniques like VisuShrink  

 

[10], BayesShrink [11] have proved better efficiency in image 

denoising. We describe here an efficient thresholding technique 

for denoising by analyzing the statistical parameters of the 

wavelet coefficients.  

II. DISCRETE WAVELET TRANSFORM  

The DWT is identical to a hierarchical subband system where the 

subbands are logarithmically spaced in frequency and represent 

octave-band decomposition. Due to the decomposition of an image 

using the DWT [12] the original image is transformed into four 

pieces which is normally labeled as LL, LH, HL and HH as in the 

schematic depicted in Fig.1(a). The LL subband can be further 

decomposed into four subbands labeled as LL2, LH2, HL2 and HH2 

as shown in  

Fig.1(b).  

 
(a) One-Level  

 

 

 
(b) Two-Level 

Fig. 1 Image decomposition by using DWT  

 

The LL piece comes from low pass filtering in both 

directions and it is the most like original picture and so is called 

the approximation. The remaining pieces are called detailed 

components. The HL comes from low pass filtering in the 

vertical direction and high pass filtering in the horizontal 

direction and so has the label HL. The visible detail in the sub-
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image, such as edges, have an overall vertical orientation since 

their alignment is perpendicular to the direction, of the high 

pass filtering and they are called vertical details. The remaining 

components have analogous explanations. The filters LD and 

HD shown in Fig. 2 are one-dimensional Low Pass Filter (LPF) 

and High Pass Filter (HPF) respectively for image 

decomposition. To obtain the next level of decomposition, sub 

band LL1 alone is further decomposed. This process continues 

until some final scale is reached. The decomposed image can be 

reconstructed using a reconstruction filter as shown in Fig. 3. 

Here, the filters LR and HR represent low pass and high pass 

reconstruction filters respectively. Here, since the image size is 

not changed after decomposition this DWT is called critically 

sampled  transform  without having  any  redundancy.  

 

Fig. 2 Wavelet Filter bank for one-level image decomposition 

 
 

Fig. 3 Wavelet Filter bank for one-level image Reconstruction 

 An image is often corrupted by noise during its acquisition 

or transmission. The de-noising process is to remove the 

noise while retaining and not distorting the quality of the 

processed image .The traditional way of image de-noising is 

filtering. Recently, a lot of research about non-linear 

methods of signal de-noising has been developed. These 

methods are mainly based on thresholding the Discrete 

Wavelet Transform (DWT) coefficients, which have been 

affected by additive white Gaussian noise. Simple denoising 

algorithms that use DWT consist of three steps. 

 Discrete wavelet transform is adopted to decompose 

the noisy image and get the wavelet coefficients. 

 These wavelet coefficients are denoised with wavelet 

threshold. 

 Inverse transform is applied to the modified 

coefficients and get denoised image. 

The second step, known as thresholding, is a simple nonlinear 

technique, which operates on one wavelet coefficient at a time. 

In its most basic form, each coefficient is thresholded by 

comparing threshold, if the coefficient is smaller than 

threshold, set to zero; otherwise it kept as it is or it is modified. 

Replacing the small noisycoefficient by zero and inverse 

wavelet transform on the resulted coefficient may lead to 

reconstruction with the essential signal characteristics and with 

less noise.  

During the last decade, a lot of new methods based on wavelet 

transforms have emerged for removing Gaussian random noise 

from images. The denoisingv process is known as wavelet 

shrinkage or  thresholding. Both VisuShrink and SureShrink are 

the best known  methods of wavelet shrinkage proposed by 

Donoho and  Johnstone. 

For VisuShrink, the wavelet coefficients w of the noisy signal are 

obtained first. Then with the universal threshold T (is the noise 

level and N is the length of the noisy signal), the coefficients are 

shrinked  according to the softshrinkage rule is used to estimate the 

noiseless coefficients. Finally, the estimated noiseless signal is 

reconstructed from the estimated coefficients. VisuShrink is very 

simple, but its disadvantage is to yield overly smoothed images 

because the universal threshold T  is too large. 

Just like VisuShrink, SureShrink also applies the soft shrinkage 

rule, but it uses  independently chosen thresholds for each subband 

through the minimization of the Stein‟s unbiased risk estimate 

(SURE) (Stein, 1981). VisuShrink performs better than 

SureShrink, producing more detailed images. 

 

III. UN-DECIMATED WAVELET TRANSFORM (UDWT) 

 

UDWT is based on the idea of no decimation. It applies the 

wavelet transform & omits both down-sampling in the forward & 

up-sampling in the inverse transform. More precisely, at each point 

of the image the transform is applied & the detail coefficients are 

saved & uses the low-frequency coefficients for the next level. The 

coefficients array size does not diminish from level to level. By 

using all coefficients at each level, we get very well allocated high-

frequency information. From level to level there is very small step 

in the width of the scaling filter - instead of 8 pixels at the third 

level of DWT; here its width is 5 pixels. Generally, the step is not a 

power of 2 but a sum with 2. This property is good for noise 

removal because the noise is usually spread over small number of 

neighboring pixels. With this transform the number of pixels 

involved in computing a given coefficient grows slower & so the 

relation between the frequency & spatial information is more 

precise. In the ideal case, this means removal of the noise only at 

the places that it really exists, without affecting the neighboring 

pixels. It gives the best outputs in terms of visual quality (less 

blurring for larger noise removal). 

 

UDWT  VS  DWT 

 

The discrete wavelet transform is very efficient from the 

computational point of view. Its only drawback is that it is not 

translation invariant. Translations of the original signal lead to 

different wavelet coefficients. In order to overcome this & to get 

more complete characteristic of the analyzed signal the 

Undecimated Wavelet Transform (UDWT) was proposed. The 
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general idea behind it is that it doesn't decimate the signal. Thus it 

produces more precise information for the frequency localization. 

From the computational point of view the Undecimated Wavelet 

Transform (UDWT) has larger storage space requirements & 

involves  more computations. 

IV.  WAVELET THRESHOLDING  

The first step in the denoising  process is to obtain the 

wavelet transform of the signal x (n) using a suitable basis 

function. Then, a threshold is obtained using one of the above 

thresholding techniques [5]. Figure 4 shows the nature of 

thresholding. 

 
Figure 4: Hard and Soft Thresholding functions 

The hard thresholding zeroes out, or shrinks the 

coefficients that have magnitudes below the threshold, and 

leaves the rest of the coefficients unchanged Soft thresholding 

extends hard thresholding by shrinking the magnitude of the 

remaining coefficients by , producing a smooth rather than 

abrupt transition to zero. The smooth transition to zero results in 

noticeably fewer artifacts upon reconstruction, especially when 

dealing with image denoising. Hence, soft thresholding is 

generally better for denoising due to its inherent smoothing, 

whereas hard thresholding is better suited for data compression. 

In either case, perfect reconstruction is not possible since some 

of the signal components are thrown away with the undesired 

noise. Furthermore, any thresholding technique other than the 

universal threshold will preserve some of the noise-only 

coefficients. Some significant research has been done using 

wavelet based de-noising. 

The hard-thresholding    can be defined as: 

   {
  | |   
         

 

 

Here t is the threshold value. A plot of    is shown in figure 5; 

 

 
Figure 5: Hard Thresholding 

Thus, all coefficients whose magnitude is greater than the 

selected threshold value t remain as they are and the others 

with magnitudes smaller than t are set to zero. It creates a 

region around zero where the coefficients are considered 

negligible. Soft thresholding is where the coefficients with 

greater than the threshold are shrunk towards zero after 

comparing  them  to a threshold value. It is defined  as  

follows. 

 

   {
         | |     | |   

            
 

 
Figure 6: Soft Thresholding 

In general, it is observed that the hard thresholding technique 

is much better than soft thresholding and yields more visually 

pleasant images. This is because the soft thresholding 

technique is discontinuous and yields abrupt artifacts in the 

recovered images. Also, the hard  thresholding technique 

yields a smaller minimum mean squared error compared to 

hard  form of  thresholding.   

 

V. IMAGE DENOISING ALGORITHM  

Modified Gaussian Noise De-Noising using UDWT / 

DWT: This section contains the stepwise, detailed 

methodology that is followed while denoising images using 

un-decimated wavelet transforms& discrete wavelet 

transforms. For better and easy understanding, a complete 

flowchart of the discussed methodology has been shown at the 

end of this chapter. The proposed algorithm steps are as 

follows: 

Step 1: 

Read the test image (original). 

Step 2: 

Resize the test image and convert it into Gray scale image. The 

images taken for rectification have a lot of variation in their 

sizes and hence cannot be compared on the same basis. For 

large sized images, such as 1024×1024  the computation time 

for denoising is found to be more difficult and if the image size 

is taken  smaller. 

Step 3: 

Noise is added to the standard test images. In this work AWGN 

is added for generation of noisy image. The gaussian noise 

adds normal distributed noise to the original image. Main 

feature of this noise, it is independent of the image on which it 

is going to be applied. The pixel value altered by the additive 

Gaussian  noise can  be shown as: 

                

Where n is the noise,           being distributed normally 

with variance  v.  

Step 4: 

Make the noisy image to undergo un-decimated wavelet 

transform, UDWT& DWT. 

 In general, linear approximation systems are often sub-

optimal, due mainly to the functional complexity involved 

in any cases. Thus, instead of following the rule of 

selecting N approximating terms, it is preferable to adhere 

to adaptive criteria and nonlinear schemes like wavelet 

transform. 

 A well-known orthogonal basis expansion is obtained by 

discrete wavelet transform   , by which a map     is 
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implemented via a bank of quadrature mirror filters by 

      and co-efficient at high/low scale (with high 

and low frequency content, respectively) are obtained. If 

an orthogonal wavelet basis is used, such as daublets, 

symlets or coiflets, then  

      

Become transformed in: 

                

This transformation preserves Gaussianity (as from the 

noise  ) and produces decorrelation for auto-correlated 

systems. 

 An extension of the above is non-orthogonal non-

decimated wavelet transform    , i.e. a conservative 

transform for which the expansion coefficients are not 

eliminated while obtaining them resolution-wise, unlike 

with transforms where the decimation occurs when 

changing scale. It is characterized by a matrix    of size 

 ̅   , for  ̅    and a redundant system is found, 

together with a pseudo-inverse transform    , such that 

       

Now for           decomposed as: 

                

While the Gaussian  property is still  preserved. 

 There are various wavelet families that can be used to 

approximate many types of functions that when 

transformed assume a sparser or simplified structure. 

Wavelets refer to a set of functions generated by dilation 

and translation of a compactly supported scaling function 

(or father wavelet) and a mother wavelet,      , 

respectively associated with a  

multi-resolution analysis of      . Multi-resolution 

technique represent both adaptive and time-frequency 

localized solutions, deal with non-linear complex 

dynamics and non-stationary systems, and have strong 

computational and theoretical motivation. With     a 

sequence of  smoothed signals and of details, giving 

information at finer resolution levels, is found and may be 

used to represent a signal expansion:   

     ∑        
   

 

 ∑ ∑         

     

 

Where      is associated with the corresponding coarse 

resolution coefficients      &    are the details coefficient 

given as:  

    ∫             

    ∫             

Step 5: 

After the noisy image is decomposed into approximation and 

detail coefficients using wavelet transform, it is made to 

undergo the following thresholding rules having various 

threshold values. In addition, two cases have been considered- 

one where the low pass components are not thresholded and the 

other being the one where the low pass components have been 

thresholded.  The thresholding techniques applied are as 

follows, 

 

 Soft thresholding- Refers to the procedure where firstly 

the input elements with absolute value lower than the 

defined threshold value, are set to zero and are then 

scaled to the non-zero coefficients toward zero. It 

eliminates discontinuity and gives more visually pleasant 

images. 

         

                              
Where y is the input, thld is the threshold value and x is 

the thresholded output. 

 

 Hard thresholding- refers to the procedure where the 

input elements with absolute value lower than the defined 

threshold value, are set to zero. It is discontinuous at the 

point where | |       and yields abrupt artifacts in the 

recovered images especially when the noise energy is 

significant. 

                   

Step 6: 

After the decomposed image coefficients are thresholded using 

the above mentioned three threshold values with each of the 

thresholding technique, the denoised image is reconstructed 

using inverse un-decimated wavelet transform IUDWT & 

IDWT. 

 

 
Figure 7: Flowchart of Proposed UDWT/DWT Image Denoising 

 

Step 7: 

PSNR is calculated for all the standard images with their noisy 

and denoised image counterparts, respectively. Hence I get good 

amount of comparison between the noisy and denoised image 

keeping the set standard image intact. 

 PSNR- PSNR stands for the peak signal to noise ratio. It 

is a term used to calculate the ratio of the maximum  power of 

a test signal and the power of noise corrupted version of the 
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test signal. Since most of the signals have a large dynamic 

range, PSNR is generally represented in terms of the 

logarithmic decibel (dB) scale. It is most commonly used as a 

measure of quality of reconstruction in image compression 

etc. It is calculated as the following: 

    
 

  
∑ ∑ ‖             ‖ 

   

   

   

   
 

              (
    

 

   
) 

Where I and K are the original and noisy / denoised image, 

respectively.     is the maximum pixel value of the image 

under test. For an image having 8 bits per sample, pixels 

representation, this is equivalent to     255. 

At one time, we calculate PSNR for original with noisy image 

and refer it as PSNR (O/N). After the image is denoised, it is 

calculated for original with denoised image and is then referred 

as PSNR (O/D). Hence, it shows the improvement in the noisy 

image after  denoising, if  any.  

 

VI. EXPERIMENTAL RESULTS AND DISCUSSION  

The above algorithm has been applied on natural gray scale test 

images like Lena, of size 512 x 512, at   different   Gaussian   noise 

of   levels: (Standard Deviation) σ = 15, 20, 25, 30, 35. Here, we 

used Haar & Symlet wavelets, the least asymmetric compactly 

supported wavelet at 5 levels of decomposition. In this work the 

hard thresholding technique is used to compose the noisy data into 

an orthogonal & non-orthogonal wavelet basis, to suppress the 

wavelet coefficients smaller than the given amplitude and also to 

transform the data back into the original domain. The original image 

is corrupted with the Gaussian noise with a variance value in order 

to get noisy data. The Undecimated Wavelet Transform (UDWT) 

has also been used for decomposing the signal to provide visually 

better solution. UDWT is shift invariant transform, hence it avoids 

visual artifacts such as pseudo-Gibbs phenomenon. Though the 

improvement in results is much higher, use of UDWT adds a large 

overhead of computations thus making it less feasible. For the 

simulation  the  proposed  algorithm  in  MATLAB  is  

implemented. 

 
Figure 8: Simulation results for test image „Lena‟ using proposed 

method 

Figure 8 shows the simulation  results of test image Lena taken 

for simulation of our proposed algorithms by using DWT & 

UDWT. Simulation results values of PSNR & MSE for 

different  wavelets  are  tabulated  in  table 1. 

   Table 1: Test   Image  Lena  Simulation  Resultsusing    

proposed  method 

 

 

Noise 

Variance 

Denoising using 

Proposed DWT 

Denoising using 

Proposed DWT 

Denoising using 

Proposed UDWT 

Denoising using 

Proposed UDWT 

Using Haar Wavelet Using Symlet Wavelet Using Haar Wavelet Using Symlet Wavelet 

σ 
PSNR 

(dB) 
MSE 

PSNR 

(dB) 
MSE 

PSNR 

(dB) 
MSE 

PSNR 

(dB) 
MSE 

5 34.15 24.97 34.00 25.88 37.15 12.52 35.33 19.03 

10 28.13 99.83 30.98 51.86 34.40 23.60 32.30 38.24 

15 24.58 226.4 29.07 80.48 32.65 35.29 30.36 59.82 

20 22.11 399.3 27.74 109.21 31.51 47.20 28.91 83.53 

25 20.17 624.9 26.63 141.16 30.41 59.12 27.72 109.84 

30 18.60 896.1 25.72 174.06 29.66 71.83 26.70 138.85 

 

In above table 1, it has been shown that proposed UDWT 

method gives  better results as compared to DWT for different 

values of noise variance in dB. Also we can see  from the table 

that with Haar Wavelet both DWT and UDWT  performs 

better than Symlet wavelets. The proposed UDWT  method 

has minimum Mean Square and highest PSNR with Haar  

wavelets. 

 

 

VII. RESULTS COMPARISON 

 
Table 2 shows that comparison of proposed UDWT method 

with Haar Wavelet. It is clearly shown that proposed method 

gives better results as compared to other existing methods 
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mentioned in literature for different values of noise variance 

for 10 dB, 20 dB & 30 dB. We have taken Lena image for 

comparison. The proposed UDWT method has minimum 

Mean Square and highest PSNR with Haar wavelets. The 

proposed UDWT has 0.45 dB improvement for σ =10 dB, 0.20 

dB improvement for σ =20 dB & 0.10 dB improvement for σ 

=30 dB as compared to Contourlet Domain Image Denoising 

based on the Bessel k-form Distribution (CD-B-k D) [1]. 

 

 
Table 2: Test Image Lena Simulation Results Comparison 

VIII. CONCLUSION 

 

In this paper, study of several well-known algorithms for 

image denoising is carried out & their performance with their 

methodologies are comparatively assessed. A new algorithm 

based on the Haar & Symlet wavelet using Un-decimated 

Wavelet Transform is developed. This time invariant UDWT 

shows better performance in comparison with the performance 

of other algorithms. In addition, it has been shown to enjoy the 

advantage of implementation simplicity. There are different 

types of noises that may corrupt an image in real life such as, 

salt-pepper noise, Sparkle noise shot noise, amplification 

noise, quantization noise etc. However, AWGN or Gaussian 

noise was considered in this work. A major part of the thesis 

was devoted to the review, implementation and performance 

assessment of published image denoising algorithms based on 

various techniques including the  UDWT & Wavelet  

transform. 
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