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Abstract--The contamination of a signal of interest by other 

undesired signals (noise) is a problem encountered in many 

applications. The conventional linear digital filters with fixed 

coefficients exhibit a satisfactory performance in extracting the 

desired signal when the signal and noise occupy fixed and 

separate frequency bands. However, in most applications, the 

desired signal has changing characteristics which requires an 

update in the filter coefficients for a good performance in the 

signal extraction. Since the conventional digital filters with 

fixed coefficients do not have the ability to update their 

coefficients, adaptive digital filters are used to cancel the noise. 

The parameters of adaptive filters are mean square error 

(MSE) ,signal to noise ratio(SNR) ,convergence and 

computation time ,Misadjustment are the various techniques 

which gives the performance of the adaptive filters. 
 
Keywords—Adaptive filtering, Convergence time, LMS 

NLMS, CS-NLMS. 

 

I. INTRODUCTION   
The objective of this study is to understanding the adaptive 

filter (AF) theory. This work will show the theory behind 

the adaptive filters and it will give examples of some 

applications. The idea of the study is that after consolidating 

the knowledge of this high level control technique (the 

adaptive filters) the researcher will have a huge range of 

application in most diverse areas. There will be presented 

possible algorithm’s solutions and their performance results 

for some applications. Moreover, the work focuses on one 

class of application which is the main goal of the research. It 

is the interference cancelling (IC) also known as noise 

cancelling (NC).   This paper begins with a succinct 

overview of adaptive filters. Furthermore, it introduces the 

final objective of the research: the adaptive noise 

cancellation (ANC) problem David S. Leeds has described 

an application of adaptive noise cancellation in the form of 

an adaptive multiple notch filter, to remove transmitter burst 

envelope noise that may be induced in high gain audio 

circuits of a wireless handset device. Since samples of the 

transmitter burst envelope are correlated to the additive 

noise that corrupts the sampled speech, therefore use this as 

a reference input to the ANC and also obtain the reference 

input by delaying the primary input to de-correlate the 

speech. material presented below can be found, for example, 

in [2]. 

                           

Speech is the most fundamental way of communication used 

by human being. Speech signal is one dimensional signal 

and has comparatively low bandwidth of 8 kHz. This is very 

useful in various applications with different evolving 

technologies. Noise is an undesirable signal.  

 

 

 

When it is mixed with speech signal, it is very difficult to 

deliver actual information from one place to another. To 

differentiate original information containing signal from 

unwanted noise; filtering is a basic and common method. 

Filters extract useful information from its input depending 

upon its configuration [1]. 

 

II. ADAPTIVE FILTERING  

As their own name suggests, adaptive filters are filters with 

the ability of adaptation to an unknown environment. This 

family of filters has been widely applied because of its 

versatility (capable of operating in an unknown system) and 

low cost (hardware cost of implementation, compared with 

the non-adaptive filters, acting in the same system).  The 

ability of operating in an unknown environment added to the 

capability of tracking time variations of input statistics 

makes the adaptive filter a powerful device for signal 

processing and control applications [1]. Indeed, adaptive 

filters can be used in numerous applications and they have 

been successfully utilized over the years. As it was before 

mentioned, the applications of adaptive filters are numerous. 

For that reason, applications are separated in four basic 

classes: identification, inverse modelling, prediction and 

interference cancelling. These classes will be detailed in the 

next chapter.   All the applications above mentioned, have a 

common characteristic: an input signal is received for the 

adaptive filter and compared with a desired response, 

generating an error. That error is then used to modify the 

adjustable coefficients of the filter, generally called weight, 

in order to minimize the error and, in some optimal sense, to 

make that error being optimized, in some cases tending to 

zero, and in another tending to a desired signal.  

. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Basic Adaptive Noise canceller 
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Adaptive noise canceller receives two inputs namely 

primary input and reference input. Primary input is 

combination of source signal s and noise signal n, 

uncorrelated with each other. While the reference input is 

another noise signal n0, correlated in some extent with noise 

n only. Reference input n0 goes through adaptive filter 

producing z which is near estimate of primary input. This 

filter output is subtracted from primary input resulting in 

some residue i.e. error. Main purpose of using adaptive 

noise canceller here is to have output which is best fit in the 

least squares sense to the signal s. To achieve output, the 

error is fed back to adaptive filter that adjusts the filter using 

adaptive algorithm [4]. Thus minimizes total system output 

power. 

 

Linear adaptive filters work on recursive algorithm which 

considers following important factors [1] 

A.Rate of convergence: This is defined as the number of 

iterations required for the algorithm, in response to 

stationary inputs, to converge ” close enough” to the 

optimum Wiener solution in the mean-square error sense. A 

fast rate of convergence allows the algorithm to adapt 

rapidly to a stationary environment of unknown statistics. 

B.Mis-adjustment: For an algorithm of interest, this 

parameter provides a quantitative measure of the amount by 

which the final value of the mean square error, averaged 

over an ensemble of adaptive filters, deviates from the 

minimum mean square error produced by the Wiener filter. 

C.Tracking: When an adaptive filtering algorithm operates 

in a non-stationary environment, the algorithm is required to 

track statistical variations in the environment. The tracking 

performance of the algorithm, however, is influenced by two 

contradictory features:  

D.Robustness:  For an adaptive filter to be a robust, small 

disturbances can only result in small estimation errors .The 

disturbances may arise from a variety of factors, internal or 

external to the filter. 

E.Computational requirements:  Here the issues of concern 

include (a) the number    of operations required to make one 

complete iteration of the algorithm, (b) the size of memory 

locations required to store the data and the program, and (c) 

the investment required to program the algorithm on a 

computer. 

F.Structure: This refer to the structure of information flow 

in the algorithm, determining the manner in which it is 

implemented in hardware form. For example, an algorithm 

whose structure exhibits high modularity, parallelism, or 

concurrency is well suited for implementation using very 

large scale integration 

G.Numerical properties: When an algorithm is implemented 

numerically, inaccuracies are produced due to quantization 

errors, which in turn are due to analog to digital conversions 

of the input data and digital representation of internal 

calculations. It is latter source of quantization errors that 

poses a serious design problem. There are two basic issues 

of concern: numerical stability and numerical accuracy. 

Numerical stability is an inherent characteristic of an 

adaptive filtering algorithm. Numerical accuracy, on other 

hand, is determined by number of bits used in the numerical 

representation of the data samples and filter coefficients. 

                  III.       ADAPTIVE ALGORITHMS  

As explained above, adaptive filter uses adaptive algorithm 

for adjustment of internal parameters to have correct output. 

Some basic adaptive algorithms along with approaches on 

which they are based are explained below: 

 

A.  Stochastic Gradient Approach 

To develop a recursive algorithm for updating the tap weight 

of a transversal filter .we use an iterative procedure to solve 

the wiener solution. The iterative procedure is based on the 

method of steepest descent which is a well-known technique 

in optimization theory. Adaptive filter precisely uses second 

order function of tap weights. Updating of tap weights for 

recursive algorithm is carried out using Wiener-Hopf 

equations [1]. Basic algorithms under this approach are as 

follows 

1) Least Mean Square (LMS): This algorithm was 

introduced by Widrow and Hoff in 1959[5]. Every tap 

weight in filter is updated in the direction of the gradient of 

the squared amplitude of an error signal with respect to that 

tap weight [2].This technique doesn’t require prior 

knowledge of the detailed properties of the noise signal. In 

case of speech signal this technique takes advantage of the 

quasi-periodic nature of the speech [6]. The weight update 

equation for the least mean square algorithm is given 

coefficient update equation is given by, 

                              (3.1)          

where  is the input Signal,  is the adaptive filter 

output and  is the step size (or) convergence Parameter 

                                                    (3.2) 

The error signal is given by the 

                                                   (3.3) 

Draw backs of LMS algorithm: 

 (i) LMS algorithm suffers from slower convergence rate. 

 (ii)The major disadvantage of LMS algorithm is its excess 

mean squared error, or misadjustment, which increases 

linearly with the desired signal power. 

The main drawback of the LMS algorithm is that it is 

sensitive to the scaling of its input x(n). This makes it very 

hard to choose a step size µ that guarantees stability of the 

algorithm. 

Convergence and stability in the mean of LMS: As the LMS 

algorithm does not use the exact values of the expectations, 

the weights would never reach the optimal weights in the 

absolute sense, but a convergence is possible in mean. That 

is even-though, the weights may change by small amounts, 

it changes about the optimal weights. However, if the 

variance, with which the weights change, is large, 

convergence in mean would be misleading. This problem 

may occur, if the value of step size µ is not chosen properly. 

Thus, an upper bound on µ is needed which is given as 0 < µ 

< 2 λmax Where λmax is an autocorrelation matrix, its 

Eigen vales are non-negative. If this condition is not 

fulfilled, the algorithm becomes unstable. The convergence 

of the algorithm [4] is inversely proportional to the Eigen 

value spread of the correlation matrix R. When the Eigen 

values of R are widespread, convergence may be slow. The 

Eigen value spread of the correlation matrix is estimated by 
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computing the ratio of the largest Eigen value to the smallest 

Eigen value of the matrix. If µ is chosen to be very small 

then the algorithm converges very slowly. A large value of µ 

may lead to a faster convergence but may be less stable 

around the minimum value. Maximum convergence speed 

[4] is achieved when µ = 2 λ 𝑚𝑎𝑥 +λ𝑚𝑖𝑛 Where λmin is the  

smallest Eigen value of R. Given that µ is less than or equal 

to this optimum, the convergence speed is determined by 

λmin, with a larger value yielding faster convergence. This 

means that faster convergence can be achieved when λmax 

is close to λmin, that is, the maximum achievable 

convergence speed depends on the Eigen value spread of R. 

 

2. NORMALISED LEAST MEAN SQUARE (NLMS) 

ALGORITHM: The main drawback of the "pure" LMS 

algorithm is that it is sensitive to the scaling of its input. 

This makes it very hard to choose a learning rate µ that 

guarantees stability of the algorithm. The Normalised least 

mean squares (NLMS) filter [6], [7] is a variant of the LMS 

algorithm [1] that solves this problem by normalising with 

the power of the input. 

                          To overcome this difficulty,we may use the 

“Normalized LMS filter “The adjustment applied vector at 

n+1 iteration is normalised with respect to the squared 

Euclidean norm of the tap input vector u(n) at n Hence the 

term“Normalised”. 

                 (3.4) 

The product Vector is normalised with respect to 

the Squared Euclidean Norm of the tap input vector . 

Advantages: 

The Normalized LMS filter algorithm exhibits a rate of 

convergence that is faster than that of the standard LMS 

Algorithm for both uncorrelated and correlated input data. 

. Moreover, NLMS provides faster Rate of Convergence, 

rapid tracking and low misalignment. 

Disadvantage: 

However, the NLMS algorithm has a problem; when the 

input vector   is small, then a rise of numerical 

difficulties may occur because by then we have to divide by  

a small value for tap-input Power . 

3. Constrained Stability LMS Algorithm: A common major 

drawback of adaptive noise canceller based on LMS and 

NLMS algorithms is the large value of excess mean square 

error which results in signal distortion in the noise cancelled 

signal. Analysis reveals that if the LMS is chosen for de-

noising, a larger step-size should be chosen, and the filter 

length should be kept small. For NLMS, step-size should be 

smaller and the filter length should also be small. But on 

choosing a larger step-size, the filter length should be 

increased to yield better performance In the CS LMS 

algorithm the time varying step size that is inversely 

proportional to the squared norm of the difference between 

two consecutive input vectors rather than the input data 

vector as in the NLMS.This algorithm provides significant 

improvements in decreasing mean squared error and 

consequently minimizing signal distortion. 

The NLMS algorithm may be viewed as the solution to a 

constrained optimization problem .The problem of interest 

may be be stated as follows: given the tap input vector  

 so as to minimize the squared Euclidean norm of 

the  Change  

In the tap weight vector   with respect to its old 

value ,subject to the Constraint 

,where H denotes the Hermitian 

transpose .This constraint means that the a posteriori error 

sequence vanishes .In order to solve this optimization 

problem ,the method of Lagrange multipliers is used with 

the Lagrangian  

(3.4) 

Where  is the Lagrange multiplier ,thus obtaining the well 

known adaptation rule with the normalized step ize  given 

by By  The latter constraint is restrictive in real 

applications ;The constrained optimization problem that 

provides the following cost function is Function 

 

Where .This 

equilibrium constraint ensures stability in the sequence of a 

posteriori errors.The Lagrange multiplier can be expressed 

as  (3.5) 

The weight update equation of constrained stability  

LMs algorithm is given by  

                           (3.6)                             

The weight adaptation rule can be made more robust by 

introducing a small positive constant   into the denominator 

to prevent numerical instabilities in case of a vanishingly 

small squared norm 
2||)(|| nx  and by multiplying the 

weight increment by a constant step size   to control the 

speed of the adaptation. Note that the equilibrium condition 

enforces the convergence of the algorithm if 0||)(|| 2nx .  

 

Several learning algorithms, where the learning relies on the 

concurrent change of processing variables, have been 

proposed in the past for de correlation, blind source 

separation, or de convolution applications. Stochastic 

information gradient (SIG) algorithms  maximize (or 

minimize) the Shannon’s entropy of the sequence of errors 

using an estimator based on an instantaneous value of the 

probability density function (pdf) and Parzen windowing. In 

this way, the CS-LMS algorithm can be considered as a 

generalization of the single sample-based SIG algorithm 

using variable kernel density estimators 

 

IV.THEORETICAL REMARKS ON THE CS-LMS 

ADAPTATION 

Once the CS-LMS method has been derived, a comparison 

is established with the NLMS algorithm. This section shows 

that, under some conditions:  
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1) CS-LMS and NLMS algorithms converge to the optimal 

Wiener solution 0  , and 2) for any fixed step size  , the 

proposed CS-LMS exhibits improvements in excess 

minimum squared error (EMSE) and missadjustment (M) 

when compared to the NLMS algorithm.  

Convergence Analysis of CS-LMS  

Convergence Equivalence: Let )(nx be the tap inputs to a 

transversal filter and )(n  the corresponding tap weights. 

The estimation error )(ne  is obtained by comparing the 

estimate )(ny  provided by the filter with the desired 

response )(nd , that is ).()()( nyndne   On the other 

hand, if the desired signal )(nd  is generated by the multiple 

linear regression model, i.e., )()()( nenxwnd o

H

o  , 

where )(neo  is an uncorrelated white-noise process that is 

statistically independent of the input vector )(nx , then the 

CS-LMS adaptation converges to the Wiener 

solution )(nwo  under stationary environment.  

V.SIMULATION ANALYSIS 

The tabulated values are calculated up to a maximum extent 

of 72000 iterations. The arrangement shows the deviation in 

the mean square error reduction factor. 

 

Algorithm LMS NLMS CS-LMS 

Features 

Mean 

Square Error  

0.0031 0.0012 0.0009 

Time 

Elapsed [ in 

Secs] 

34.7  27.6 22.3 

Table: Comparing algorithms at numerous iterations 

VI.CONCLUSION 

Suitable comparisons of presented algorithms imply the 

reduction in Mean Square Error to a maximum extent. The 

inference made from LMS is, it has less complexity 

compared to other two algorithms. However CS LMS 

proves more efficient by a reduced time lapse, though 

finding increase in complexity. By decreasing the signal 

noise ratio to more extent could reduce the cost of 

implementation which in turn could stand in reducing the 

complexity. In further the key points of each algorithm shall 

be abstracted to improve with a new phase. By studying the 

principles of adaptive noise cancellation (ANC), this article 

uses the regularization NLMS algorithm to improve its 

application in noise cancellation system and compares the 

simulation results of some performance with traditional 

NLMS algorithm. In speech signal processing, both methods 

can suppress interference signals to extract useful signals 

from the high background noise. However, the 

regularization CS LMS algorithm can exhibit a faster 

convergence, a greater stability and a better ability to 

suppress interference. 
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